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1
Introduction

Computational modeling of porous and lattice materials is a topic that attracts the attention of
ongoing research efforts. Industries such as product design, additive manufacturing, biomedicine,
automotive and aerospace are environments in which porous and lattice materials are of special
interest given their properties.

Computer Aided Design (CAD) three-dimensional (3D) Models are nowadays ubiquitous in
many engineering contexts: in the automotive industry, for instance, more than 30.000 different
parts are needed for complete vehicle, and most of them have a 3D CAD representation. In this
sense, the ability to inspect the topology and the geometry of a standard 3D CAD representation
model (such as STEP) is of high importance. More particularly, feature recognition is a task where
this model inspection is relevant for engineers and designers, since they can easily find features of
interest that are related with specific tasks: optimization, planning of additional manufacturing
processes, detection of design errors, etc.

Gerotor pumps play an important role in the aerospace industry, specially in the processes
of cooling, lubrication and fuel boost and transfer. The design process of gerotor pumps usually
involves: i) a geometric modeling stage in a CAD environment, ii) a design verification stage using
fluid mechanics simulations to validate the efficiency and other desired characteristics of the pump,
and iii) a physical testing stage to verify the predicted characteristics of the pump in a real test
bank once the design has been validated through a simulation tool. Digital Twins would allow a
faster workflow for the design and testing of gerotor pumps.

This work presents a compilation of different contributions to the problems stated in this in-
troduction. Sections 1.1 and 1.2 summarize the articles included in this compendium and list all
the co-authors associated to each publication. Sections 1.3 and 1.4 summarize the special advisors
and industrial research projects associated with the Master Thesis. Section 1.5 reports the distinc-
tions and acknowledgements awarded to the student during his Master Thesis. Finally, Section 1.6

1



explains to the reader how to follow this document.

1.1 Summary of Publications

In Table 1.1 are listed the published and submitted articles with their respective authorship and
bibliographic information.

Table 1.1: List of publications related to this Master Thesis.

Item Bibliographic Information Type /
Status

1 Diego Montoya-Zapata, Diego A. Acosta, Camilo Cortes, Juan
Pareja-Corcho, Aitor Moreno, Jorge Posada, Oscar Ruiz-Salguero.
(2020). Meta-modeling of Lattice Mechanical Responses via Design
of Experiments. Presented in MACISE-2020- 2nd Intl. Conf, on
Mathematics and Computers in Science and Engineering. ISBN: 978-
94-6186-910-4. Madrid, Spain, January 14-16, 2020.

Conference
Article /
Published

2* Diego Montoya-Zapata, Diego A. Acosta, Camilo Cortes, Juan
Pareja-Corcho, Aitor Moreno, Jorge Posada, Oscar Ruiz-Salguero.
(2020). Approximation of the Mechanical Response of Large Lattice
Domains Using Homogenization and Design of Experiments. Pub-
lished in Journal Applied Sciences, ISSN 2076-3417, 2020, 10(11),
3858, DOI: https://doi.org/10.3390/app10113858. Indexed in ISI
(Q2), Scopus (Q1), Publindex (A1).

Journal
Article /
Published

3 Juan Pareja-Corcho, Oscar Betancur-Acosta, Jorge Posada, An-
tonio Tammaro, Oscar Ruiz-Salguero, Carlos Cadavid. (2020).
Reconfigurable 3D CAD Feature Recognition Supporting Conflu-
ent n-Dimensional Topologies and Geometric Filters for Pris-
matic and Curved Models. Published in Journal Math-
ematics, MDPI, ISSN 2227-7390, 2020, 8(8), 1356, DOI:
https://doi.org/10.3390/math8081356. Indexed in ISI (Q1), Scopus
(Q3), Publindex (A1).

Journal
Article /
Published

4 Juan Pareja-Corcho, Aitor Moreno, Bruno Simoes, Asier Pedrera-
Busselo, Ekain San-Jose, Oscar Ruiz-Salguero, Jorge Posada. (2021).
A Virtual Prototype for Fast Design and Visualization of Gerotor
Pumps. Published in Journal Applied Sciences, MDPI, ISSN 2076-
3417, 2021, 11(3), 1190, DOI: https://doi.org/10.3390/app11031190.
Indexed in ISI (Q2), Scopus (Q1), Publindex (A1).

Journal
Article /
Published

1.2 List of Co-authors of this Compendium of Publications

The names and affiliations of the co-author of the articles presented in this compendium are listed
in Table 1.2.
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Table 1.2: Co-authors of this compendium of publications.

Name Affiliation
Diego Andrés Acosta Maya Process Development and Design Research Group

(DDP), Universidad EAFIT, Colombia
Carlos Cadavid Moreno Functional Analysis Group, Universidad EAFIT,

Colombia
Camilo Cortés Acosta eHealth and Biomedical Applications, Vicomtech,

Spain
Diego Alejandro Montoya Zap-
ata

Laboratory of CAD CAM CAE, Universidad EAFIT,
Colombia
Industry and Advanced Manufacturing, Vicomtech,
Spain

Aitor Moreno Industry and Advanced Manufacturing, Vicomtech,
Spain

Antonio Tammaro Industry and Advanced Manufacturing, Vicomtech,
Spain

Oscar Mauricio Betancur
Acosta

Integration and Engineering Construction Services
S.A. de CV, Mexico

Bruno Simoes Industry and Advanced Manufacturing, Vicomtech,
Spain

Asier Pedrera Busselo Egile Innovative Solutions, Spain
Ekain San Jose Egile Innovative Solutions, Spain
Juan Camilo Pareja Corcho Laboratory of CAD CAM CAE, Universidad EAFIT,

Colombia
Industry and Advanced Manufacturing, Vicomtech,
Spain

Jorge Posada Vicomtech, Spain
Oscar Ruiz Salguero Laboratory of CAD CAM CAE, Universidad EAFIT,

Colombia

1.3 Special Advisors

In addition to the support provided by the Thesis supervisors in EAFIT and Vicomtech, the student
was advised by the specialists in Table 1.3.
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Table 1.3: Special Advisors related to this Master Thesis

Name Role Entity Topic
Dr. Eng. Jorge
Posada

Scientific Coordina-
tor and Advisor

Vicomtech, Spain Industrial appli-
cation of Feature
Recognition, ap-
plications of fluid
mechanics to
gerotor pumps

Prof. Dr. Carlos A.
Cadavid

Scientific Advisor Mathematics and Appli-
cations, Department of
Mathematical Sciences,
Universidad EAFIT,
Colombia

Mathematical foun-
dations of Feature
Recognition

Dr. Eng. Aitor
Moreno

Senior Researcher Industry and Advanced
Manufacturing, Vi-
comtech, Spain

Geometry Process-
ing and Numerical
Simulation

Dr. Eng. Bruno
Simoes

Researcher Industry and Advanced
Manufacturing, Vi-
comtech, Spain

Programming Prin-
ciples and Geome-
try Processing

M.Sc. Eng. Asier
Pedrera Busselo

Senior Researcher Egile Innovative Solu-
tions, Spain

Mechanistic prin-
ciples of gerotor
pumps

M.Sc. Eng. Oscar
Betancur Acosta

Senior Project
Manager

Integration Engineering
and Construction Services
S.A. de C.V., Mexico

Industrial appli-
cation of Feature
Recognition

1.4 Projects

The student executed the previously cited research in the context of industrial projects hosted
by Vicomtech Foundation (Spain). The student was granted an 18-month research internship at
Vicomtech in the context of the colaboration agreement between Vicomtech Foundation and Univer-
sidad EAFIT for Master and PhD students. Part of this work is product of an intership conducted
by the student at Integration Engineering and Construction Services S.A. de C.V. (Mexico) during
his undergraduate studies. The student participated in the following projects:

1. LatticeFEM: development a rapid FEM-based methodology to estimate mechanical be-
haviour of large lattice materials. Institutions: Vicomtech, Spain; Laboratory of CAD CAM
CAE, Universidad EAFIT, Colombia.

2. Feature Recognition: development of a fast feature recognition software for the automo-
tive industry. Institutions: Integration Engineering and Construction Services S.A. de C.V.,
Mexico; Vicomtech, Spain; Laboratory of CAD CAM CAE, Universidad EAFIT, Colombia.

3. LATIDO: development of a digital twin tool for the design and evaluation of lubrication
systems. Institutions: EGILE Innovative Solutions, Spain; Vicomtech, Spain; Laboratory of
CAD CAM CAE, Universidad EAFIT, Colombia.
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1.5 Distinctions

The following table presents the distinctions and acknowledgements that the student and the Master
Thesis team achieved during the post-graduate process:

Table 1.4: Awards and Recognizements obtained by the Student related to this Master Thesis

Distinction Context Observation
Research Fellowship: Re-
search in Industry and Ad-
vanced Manufacturing

Vicomtech Foundation (2020-
1 to 2021-2)

48300 EUR for project cost
and student’s support during
his stay at Vicomtech

Post-Graduate Schol-
arship: Recognizement
for outstanding research in
Undergraduate students

Universidad EAFIT (2020-1
to 2021-2)

48.379.776 COP covering
academic credits of Master
Courses

Award: Invitation to pub-
lish in journal Applied Sci-
ences, MDPI

MACISE-2020- 2nd Interna-
tional Conference on Mathe-
matics and Computers in Sci-
ence and Engineering

January 14-16, Madrid, Spain

1.6 How to Read this Document

This document presents the developments of a research executed at the Laboratory of CAD CAM
CAE at Universidad EAFIT (Colombia), and Vicomtech (Spain). The obtained results are a com-
bination of computational geometry, data structures and algorithms, and mathematics. Numerical
simulation plays an important role to test the accuracy and to evaluate the impact of the devel-
oped approaches. All the articles included in this compendium have been submitted and
accepted in peer-reviewed journals or conferences.

Chapter 2 proposes a methodology that systematically uses Design of Experiments (DOE) to
produce simple mathematical expressions (meta-models) that relate the stress/strain behavior of
the lattice domain and the displacements of the homogeneous domain. The devised meta-models
can be integrated with material homogenization to allow the mechanical characterization of large
lattice domains.

Chapter 3 proposes an extension of the reconfigurable feature recognition method introduced
in [2] that allows the treatment of different curved geometries (using curvature-based filters). It
shows an industry-based implementation (including its interactive graphic user interface) and the
recognition process results.

Chapter 4 proposes a novel implementation in the domain of a Digital Twin tool. The proposed
approach: (1) integrates all phases of design process, (2) does not require an external specialized
platform, (3) allows for fast pre-CFD simulation of gerotor performance and (4) compares simulated
data vs. measured Gerotor operational data. Finally, relevant conclusions of this work as well as
possible future improvements on this research are presented in Chapter 5.
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Abstract

Lattice-based workpieces contain patterned repetition of individuals of a basic topology (Schwarz,
ortho-walls, gyroid, etc.) with each individual having distinct geometric grading. In the context
of the design, analysis and manufacturing of lattice workpieces, the problem of rapidly assessing
the mechanical behavior of large domains is relevant for pre-evaluation of designs. In this realm,
two approaches can be identified: (1) numerical simulations which usually bring accuracy but limit
the size of the domains that can be studied due to intractable data sizes, and (2) material ho-
mogenization strategies that sacrifice precision to favor efficiency and allow the simulation of large
domains. Material homogenization synthesizes diluted material properties in a lattice, according
to the volume occupancy factor of such a lattice. Preliminary publications show that material
homogenization is reasonable in predicting displacements, but is not in predicting stresses (highly
sensitive to local geometry). As a response to such shortcomings, this paper presents a methodology
that systematically uses Design of Experiments (DOE) to produce simple mathematical expressions
(meta-models) that relate the stress/strain behavior of the lattice domain and the displacements of
the homogeneous domain. The implementation in this paper estimates the von Mises stress in large
Schwarz Primitive lattice domains under compressive loads. The results of our experiments show
that (1) material homogenization can approximate efficiently and accurately the displacements field
even in complex lattice domains and (2) material homogenization and DOE can produce rough es-
timations of the von Mises stress in large domains (more than 100 cells). The errors in the von
Mises stress estimations reach 42% for domains of up to 24 cells. This result means that coarse
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stress / strain estimations may be possible in lattice domains by combining DOE and homogenized
material properties. This option is not suitable for precise stress prediction in sensitive contexts
where high accuracy is needed. Future work is required to refine the meta-models to improve the
accuracy of the estimations.

Keywords: Design of Experiments, Lattice Structures, Homogenization, Schwarz Primitive, Me-
chanical Characterization, Modeling and Simulation.

2.1 Introduction

New emerging technologies in the context of Industry 4.0 such as digital twins pose new challenges
in the design and simulation in the industrial and biomedical ecosystems. The interactive nature of
the processes of Industry 4.0 requires fast simulation methods that enable real-time decision making
and digital twin’s continuous update with the physical world [3].

Lattice materials have multiple applications in engineering (e.g. energy absorption) and biomedicine
(e.g. implants and scaffolds) [4]. However, the simulation of large lattice domains is in many cases
unfeasible because: (1) the meshing of these domains is a time consuming process that involves
human intervention and (2) the size of the produced meshes is intractable due to the geometric
complexity associated to these domains [5, 6].

This manuscript implements a methodology that combines material homogenization and design
of experiments (DOE) to estimate the stress/strain response in large lattice domains. The main
advantage of this methodology is its inferior computational expense in comparison to finite element
analysis (FEA). We apply this approach to approximate the von Mises stress in lattice structures
of the type Schwarz Primitive. This manuscript is an extension of the work in [7] which presents
a methodology to develop the meta-models using DOE but does not integrate them with material
homogenization to produce stress/strain estimations in large lattice domains.

The remainder of this article is organized as follows: Section 2.2 provides a review of the relevant
related work. Section 2.3 describes the proposed methodology to estimate the stress/strain response
in lattice domains using material homogenization and DOE. Section 2.4 presents and evaluates
the results of the implementation of our methodology. Section 2.5 concludes the manuscript and
suggests future extensions of the article.

2.2 Literature Review

2.2.1 Lattice Structures and Material Homogenization

Lattice structures are generally composed by replicas of a unit cell that are continuous, uniformly
distributed and fill the space. The reason why lattice structures attract the attention of engineers
is its ability to retain a good mechanical performance while reducing material usage and weight.
For this reason, lattice structures are used for energy absorption, heat transfer and vibration damp-
ing applications [4]. Additive manufacturing (AM) has also widen the application range of lattice
structures. The manufacturing freedom of AM has promoted the use of lattice structures for mate-
rializing the results of structural optimization [8–11] and for biomedical applications in orthopedics
and tissue engineering [12,13].
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Material homogenization seeks the equivalent Young’s modulus and Poisson’s ratio to produce
a homogeneous structure that resembles the displacements field of the lattice domain. Material
homogenization suppresses the geometrical complexity associated to lattice domains. Therefore,
lighter FEA meshes are obtained and, consequently, the computational cost and time of FEA
simulations are reduced [8, 14].

Apart of predicting macro-mechanical properties (Young’s and Poisson’s moduli), material ho-
mogenization has allowed the study of periodic strut-like lattice structures built via AM, consid-
ering the defects caused during the manufacturing with AM and the stiffening in the joints of the
structure [15, 16]. These studies are however limited to strut-like lattice structures. Material ho-
mogenization has also been successfully integrated with topology optimization to produce optimal
designs of lattice structures suitable for AM [8, 14]. However, since the homogeneous and lattice
domains have notorious geometrical differences and stresses/strains depend on the geometry, the
stress/strain behavior of the homogeneous domain does not resemble the one of the lattice domain.

2.2.2 Modeling and Simulation of Lattice Structures

The numerical analysis of the mechanical behavior of large lattice structures is challenging due to
the high computing (memory and time) requirements [6]. Large lattice structures demand heavy
FEA meshes formed by solid elements. Sometimes solid FEA meshes can be simplified using simpler
and lighter FEA elements (beams or shells). This approach has allowed the simulation of relatively
large domains of a few hundred of cells [6, 17–19]. However, this technique cannot be applied to
surface-type lattice structures like Schwarz Primitive lattices, since this kind of architecture cannot
be synthesized into long struts or thin plates.

Regarding the joint use of FEA and DOE, we found that they have been combined in several
applications in non-lattice structures. The current work can be divided in three groups: (i) material
or mechanical properties evaluation, including metallic [20], resins [21] and composite materials [22],
(ii) shape optimization on mechanical parts, including medical devices [23] and automobile parts
[24], and (iii) generation of meta-models to estimate the stress-strain response in small lattice
domains using DOE [7]. However, the produced meta-models are not used for any further analysis
with large lattice domains. To the best of our knowledge, the works in the literature do not
implement a methodology that integrates systematically material homogenization and DOE for
stress/strain estimation in the field of lattice materials.

Monte Carlo methods [25, 26] use random samples in the domains of input variables for an
experiment. The experiment is run under the prescribed combination of input variables, and the
resulting output values recorded. The model mathematical model for the system or cause/effect
is computed on the basis of maximal likeness. In our case, the expenses of running each test are
significant since each test requires the preparation and setup of the FEA experiment, the execution
itself and its post-processing, along with the analysis of results. This high cost is common to almost
all experiments, and leads to choose a minimal (and as possible orthogonal) set of samples of the
input set, leading to DOE. This DOE, more economical than the Monte Carlo trials, was chosen
for the present work.

2.2.3 Conclusions of the Literature Review

In our literature survey, we found that the geometry of lattice structures implies the use of small FEA
elements which produces intractable FEA meshes. Consequently, the numerical analysis of large
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lattice structures is a complex (sometimes unfeasible) process, limited by its elevated computational
cost.

To alleviate the computational burden of the simulation of lattice structures, material homog-
enization is applied to produce regular domains that mimic the lattice domain. Following this
approach, one can obtain fast and accurate approximations of the displacements field of the lattice
domain. However, the stress/strain response cannot be directly obtained due to the geometric
dissimilarities between the lattice and the homogeneous domains.

Our goal with this paper is to contribute to the problem of the estimation of the stress/strain
response in large lattice domains. For this purpose, we propose a methodology that integrates
material homogenization and DOE. We use the DOE-based methodology in [7] to devise simple
mathematical expressions (meta-models) to characterize the stress/strain of Schwarz Primitive lat-
tice domains. The inputs of the produced meta-models are displacement-based features that can
be efficiently calculated using material homogenization instead of full FEA simulations. The meta-
models developed in this article are not intended to be suitable in high precision contexts, but to
produce rough and efficient estimations of the von Mises stress that allow fast pre-evaluation of
designs.

Particularly, we apply our methodology to estimate the von Mises stress under compressive
loads for large (more than 100 cells) Schwarz Primitive lattice structures. The meta-models use
the strains of the boundary of the lattice cell to relate the displacement field of the homogeneous
domain with the von Mises stress of the lattice domain.

2.3 Methodology

2.3.1 Schwarz Primitive Lattice Structures

Schwarz Primitive lattice structures are obtained by calculating isosurfaces of the real valued func-
tion F : R3 → R in Eq. 2.1:

F (x, y, z) = cos

(
2π

L
x

)
+ cos

(
2π

L
y

)
+ cos

(
2π

L
z

)
, (2.1)

where L is the desired length of the cell [27].
Schwarz Primitive lattice structures are employed in topology optimization for AM. The result

of some common methods in topology optimization is a density map that is impossible to manufac-
ture. The problem of converting that density map into a manufacturable domain does not have an
exact solution. The mathematical structure of Schwarz Primitive lattice allow to find approximate
solutions to that problem, providing manufacturable designs with smooth transitions in the con-
nections of multiple cells, preventing stress concentration [9]. Moreover, Schwarz Primitive lattice
structures are stiffer than other lattice structures (such as the gyroid) [28]. These properties make
Schwarz Primitive structures attractive for engineering and biomedical applications [9, 10,28].

In order to show the geometry of the Schwarz Primitive cell, we obtained the isosurfaces for
the isovalues t = −0.87, 0.0, 0.87, that is, we found the surfaces that solved the equation F = t.
The corresponding relative density ρ (i.e. the ratio of the volume of the cell and L3) of each cell
was ρ = 0.25, 0.5, 0.75, respectively. Figure 2.1 displays the cells along with their corresponding
isovalues and relative densities.
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(a) t = −0.87, ρ = 0.25 (b) t = 0, ρ = 0.50

(c) t = 0.87, ρ = 0.75

Figure 2.1: Geometry and relative density of Schwarz Primitive cells for different isovalues.
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2.3.2 Methodology to Estimate the Stress/Strain Response of Lattice
Structures

In this paper, we propose a methodology for the efficient estimation of the stress/strain response of
large lattice structures. The proposed algorithm relies on two main concepts: material homogeniza-
tion and DOE. The algorithm is divided into four stages: (1) material homogenization of the lattice
structure, (2) numerical simulation of the load case using the homogeneous domain, (3) extraction
of displacement-based features, and (4) the application of meta-models to estimate the response
variable based on the features extracted in (3). Below, we describe every step of our algorithm.
Figure 2.2 presents a graphical summary of the proposed methodology, with the inputs and outputs
of each phase of the process.

Figure 2.2: Work-flow for the estimation of the mechanical response of lattice domains using material
homogenization and DOE.

Material Homogenization

This process seeks to obtain a simplified regular (homogeneous) domain ΩQ that approximates the
heterogeneous lattice structure Ω. The goal is to find an equivalent material

(
EQ, νQ

)
so that the

regular domain equipped with the equivalent material
(
EQ, νQ

)
resembles the displacement field

of the original lattice domain. We implemented the numerical homogenization method presented
in [29], which has been applied in the context of lattice structures in [8, 14]. In Section 2.3.3, the
reader can find more details on the foundations of material homogenization.
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FEA Simulation of the Homogeneous Domain

At this stage, the load case is simulated on the homogeneous domain ΩQ using analogous boundary
conditions. The result of this stage is the displacement field on ΩQ, which is an approximation of
the displacement field on the lattice domain Ω.

Feature Extraction

Characteristic features of every cell of the lattice domain Ω are extracted using the displacement
field over the homogeneous domain ΩQ obtained in the previous step. These displacement-based
features extracted at this stage are used as inputs of the meta-models to estimate the stress/strain
response of every cell. The definition of these features is central to obtain reliable meta-models and
is highly dependent to the expertise of the modeler.

The extracted features condense (or characterize) the deformation of the cell and must provide
information about the variable of interest. In this work, we use as features the average normal
strain at the flat faces of the boundary of the Schwarz Primitive cells, which can be obtained
directly from the displacements on the homogeneous domain ΩQ. A discussion on how to generate
the meta-models using DOE is presented in Section 2.3.4.

Meta-model Execution

A meta-model is a simple mathematical expression (i.e. function) that relates the features extracted
in the previous stage and the response variable. In other words, the features extracted in the
previous stage (denoted by XXX = [x1, . . . , xn]T ) are used to feed a function f : Rn → R that
gives an estimation of the response variable for every cell of the lattice domain. In this article, the
meta-models are developed using DOE techniques (see Section 2.3.4).

2.3.3 Material Homogenization

Material homogenization seeks to represent a heterogeneous material with a simple homogeneous
material. In the case of lattice structures, a lattice unit cell can be treated as a composite material
formed by solid (with bulk properties E and ν) and void (with properties E0 and ν0) zones [8,14].
Material homogenization aims to find the material properties (EQ and νQ) that make a filled cube
behaves like the unit lattice cell (see Fig. 2.3).

We implemented the numerical homogenization method proposed in [29]. This method finds
the elasticity matrix CCCQ:

CCCQ =


c1 c2 c2 0 0 0
c2 c1 c2 0 0 0
c2 c2 c1 0 0 0
0 0 0 c3 0 0
0 0 0 0 c3 0
0 0 0 0 0 c3

 , (2.2)

that relates stresses and strains in the homogeneous material as σσσ = CCCQεεε. The corresponding
Young EQ and Poisson νQ moduli are provided by the following equations:
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Figure 2.3: Graphical representation of material homogenization.

EQ =
c21 + c1c2 − 2c22

c1 + c2
, (2.3)

νQ =
c2

c1 + c2
. (2.4)

In this work, we selected the Titanium alloy Ti-6Al-4V as bulk material with properties:
Young’s modulus E = 114 GPa and Poisson’s ratio ν = 0.33. We applied the homogenization
procedure to obtain the diluted properties of Schwarz Primitive cells for the relative densities
ρ ∈ {0.25, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9}. Table 2.1 displays the results obtained. Table 2.1 also
includes the case in which the density is ρ = 1.0. Notice that the properties of the homogeneous do-
main coincide with the bulk properties (as expected). When needed, the properties of intermediate
densities were obtained via linear interpolation.

Table 2.1: Results of numerical homogenization of Schwarz Primitive cells: Young’s modulus and
Poisson’s ratio.

Relative density (ρ)
Equivalent Young’s
modulus

(
EQ
) Equivalent Poisson’s

ratio
(
νQ
)

0.25 7.5 GPa 0.05
0.3 14.0 GPa 0.09
0.4 24.0 GPa 0.13
0.5 35.0 GPa 0.17
0.6 48.0 GPa 0.21
0.7 61.0 GPa 0.23
0.8 81.0 GPa 0.27
0.9 97.0 GPa 0.29
1.0 114 GPa 0.33
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2.3.4 Generation of Meta-models using DOE

DOE is a traditional and effective methodology based on statistical techniques that supports the
analysis of complex processes and systems. DOE allows to establish in a systematic way how
changes in the parameters of a system or function affect their outcome, minimizing the uncertainty
and the number of required experiments to complete such characterization. DOE covers the whole
spectrum, from the planing of the experiments to the statistical analysis of the results [30,31]. We
used DOE techniques to develop meta-models to estimate the von Mises stress in Schwarz Primitive
lattice structures.

The von Mises stress σVM is a material failure criterion used in the design and analysis of lattice
structures in various works (e.g. [32–34]). The von Mises stress is defined as per Eq. 2.5:

σVM =
√
σ2

1 + σ2
2 + σ2

3 − (σ1σ2 + σ1σ3 + σ2σ3), (2.5)

where σ1, σ2, σ3 are the principal stresses. The criterion states that, for preventing failure, the
von Mises stress must be below the tensile strength of the material. However, failure in lattice
materials is also governed by buckling instabilities that occur before material failure [15]. For the
sake of demonstration of the methodology, this work is limited to the estimation of the von Mises
stress, although a more complete failure criterion for lattice structures should consider buckling
phenomena.

The procedure to devise meta-models using DOE is summarized into three phases: (1) identifica-
tion of potential features (also called factors) that may affect the variable of interest, (2) selection
of the most influential (main) factors, and (3) development of simple mathematical expressions
(meta-models) that relates the main factors and the response variable.

We applied DOE to develop meta-models for the von Mises stress in Schwarz Primitive lattice
structures of different relative densities. In an ideal case, we should have attained a meta-model
for each relative density ρ ∈ (0, 1). This computing resource demand makes this option unfeasible.
Since we were only seeking approximations of the von Mises stress, we found meta-models for the
relative densities ρ = 0.25, 0.50, 0.75, 1.0. To find the four meta-models, we used lattice domains
formed by a single unit cell of the mentioned relative densities. Below, we describe in detail every
stage of the procedure.

Factors Identification

The goal at this stage was to detect features (or factors) FV = {f1, f2, · · · , fn} that (1) were related
to the von Mises stress and (2) could be controlled. Additionally, the features had to be based on
the displacements over the lattice, so that they could be retrieved from the FEA simulation over
the homogeneous domain ΩQ.

Our set of factors were initially the strains at the flat faces (extreme faces) of the boundary
of each unit cell of the Schwarz Primitive lattice domain. For convenience, the flat faces of the
boundary were denoted as {X,−X,Y,−Y,Z,−Z}. {−X,−Y,−Z} were the flat faces at x = 0, y =
0, z = 0. {X,Y, Z} were the flat faces at x = L, y = L, z = L. We defined the strains at the flat
faces as:

εij = sgn(i) · Uij − U−jj
L

,

i = ±X,±Y,±Z, j = x, y, z,
(2.6)
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where Uij represented the average displacement in j direction of the face i. For instance, U−Xx
was the displacement in x direction of the flat face at x = 0. The normal strains at the flat faces
corresponded to {ε−Xx, εXx, ε−Y y, εY y,
ε−Zz, εZz}. However, from Eq. 2.6, ε−Xx = ε−Y y = ε−Zz = 0, which prevented the introduction of
false strains due to pure translation of the Schwarz Primitive cell.

In Eq. 2.5 we can see that the von Mises stress depends on the shear stress and, therefore, it
is influenced by the shear strain. We conducted preliminary tests considering shear strains at the
flat faces of the cell but our results overestimated the von Mises stress by a large factor. We found
that the shear strain interaction is not fully understood at the level of DOE. Consequently, our set
of factors was reduced to the normal strains at the flat faces of the cell {εXx, εY y, εZz}.

Factors Selection

In the context of DOE, the goal at this stage is to reduce the number of considered factors, selecting
those factors that affect the most the response variable. Mature techniques do exist for this task,
such as full or fractional factorial or Plackett-Burman designs [30,31]. However, we considered only
3 factors, so we decided to develop the meta-models using all of them.

Meta-model Development

The goal at this stage was to develop efficient and simple mathematical expressions that expressed
the von Mises stress in Schwarz Primitive lattice domains in terms of {εXx, εY y, εZz}.

We used Response Surface methodologies, specifically central composite face-centered design
(CCF), to efficiently devise the meta-models. The shape of the devised meta-models for Schwarz
Primitive cells of relative densities ρ ∈ {0.25, 0.5, 0.75} was

ŷ =

β0 +
∑
i≤j

βijεiiεjj

2

, (2.7)

and the shape of the meta-model for ρ = 1.0 was

ŷ =

√√√√√β0

∑
i

ε2
ii −

∑
i<j

εiiεjj

. (2.8)

We used R [35] to perform the regression analysis to estimate the coefficients (βi, βij) of the
meta-models (see Table 2.2).

To evaluate the meta-models, we ran 100 random simulations for each of the four domains and
compared the experimental (result of FEA) and predicted (result of the meta-model) von Mises
stress. The values of the Young’s modulus and Poisson’s ratio used for the simulations with the
homogeneous domains were the ones reported in Table 2.1. For the cell of density ρ = 0.75, we
used EQ = 71.0 GPa and νQ = 0.25, which resulted by interpolating the corresponding moduli of
the cells of densities ρ = 0.7 and ρ = 0.8. We used the displacements on the homogeneous domains
to calculate the normal strains at the flat faces εij and used them as inputs for the meta-models in
Eqs. 2.7 and 2.8.
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Table 2.2: Values of the coefficients β in the fitted meta-models. Average and maximum relative
errors between FEA and our approach for 100 random simulations.

Relative
density

β0 β12 β13 β23 β11 β22 β33

Average
relative
error

Max.
relative
error

0.25 0.0438 0.0010 0.0013 0.0005 0.0089 0.0075 0.0067 19% 370%
0.50 0.0369 0.0019 0.0021 0.0019 0.0076 0.0073 0.0074 20% 298%
0.75 0.0419 0.0041 0.0039 0.0036 0.0089 0.0098 0.0091 21% 255%
1.0 0.4036 N/A N/A N/A N/A N/A N/A 0% 0%

The boundary conditions imposed on the four domains were prescribed displacements in the
normal direction of the flat faces of the domains. The size of the cell used was L = 1.0 cm, so that
the imposed displacements were equivalent to normal strains at the flat faces (εij).

Our analysis was limited to the elastic zone of the material. The range of the variables was
εij ∈ 10−5×[−1.0, 1.0]. The value of the variables was coded in the range [−1, 1] to be in concordance
with the procedures found in the literature [31]. To ensure that the strains in the flat faces were
in the working range

(
εij ∈ 10−5 × [−1.0, 1.0]

)
and to explore it evenly, the values of the imposed

normal strains at the flat faces were generated from a uniform distribution in the interval (−1.0×
10−5, 1.0× 10−5).

Figure 2.4 displays the aforementioned comparison for each cell. We can see that the meta-
models for the densities ρ ∈ {0.25, 0.50, 0.75} tend to overestimate the von Mises stress at low
stress conditions. This is due to the term β0 in Eq. 2.7, which impedes the meta-model to predict
small values of von Mises stress. Table 2.2 gives the average and maximum relative error of the
predicted vs. the experimental von Mises stress. The maximum relative errors are associated to
low stress conditions, mainly influenced by the value of β0 in Eq. 2.7 (as previously discussed). It is
clear that the meta-models are not well-suited for low stress conditions. The average and maximum
relative errors in the estimations show that this methodology is not applicable in very sensitive
processes where high accuracy is required.

2.4 Results

2.4.1 Validation of the Proposed Methodology

To evaluate our methodology, we compared the results of the FEA simulation and our methodology
for six Schwarz Primitive lattice domains. Three of the six domains (Figs. 2.4.1–2.4.1) were formed
by 8 unit cells of uniform density ρ = 0.25, 0.50, 0.75, respectively. The other three domains were
formed by unit cells of graded density, that is, the isovalue t was not a constant but a function
t : R3 → R. The resultant surfaces are the solutions to the equation F (x, y, z) = t(x, y, z) (see
Eq. 2.1). The domain of 24 unit cells in Fig. 2.4.1 was taken from Ref. [9] and corresponded to the
result of mapping the results of topology onto Schwarz Primitive cells [9]. The domains of 8 cells
displayed in Figs. 2.4.1–2.4.1 were also taken from [9]. The isovalue functions associated with these
two domains are:
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(a) Relative density ρ = 0.25. (b) Relative density ρ = 0.50.

(c) Relative density ρ = 0.75. (d) Relative density ρ = 1.0.

Figure 2.4: Evaluation of the meta-models to estimate the von Mises stress in Schwarz Primitive
lattices. Fitted values vs. Experimental values.

t(x, y, z) =


− 5

2

(
3x
2L

)2
+ 2 , 0 ≤ x ≤ 2L

3 , y, z ∈ R
− 1

2 , 2L
3 < x ≤ 4L

3 , y, z ∈ R
3

2Lx−
5
2 , 4L

3 < x ≤ 2L, y, z ∈ R
(2.9)

t(x, y, z) = 3
( x
L
− 1
)2

− 1

2
, 0 ≤ x ≤ 2L., y, z ∈ R (2.10)

The six domains were subjected to uniaxial compression (see Fig. 2.5). The magnitude of the
load was such that the resultant strains in the flat faces of the boundary of the cells lied in the
range of analysis εij ∈ 10−5 × [−1.0, 1.0]. First, we compared the displacements field of the lattice
and homogeneous domain (Section 2.4.1). Secondly, we applied our DOE-based methodology using
the displacement results from the homogeneous domain to get the maximum von Mises stress in
every cell. Finally, we compared the maximum von Mises stress obtained via (1) direct FEA of the
lattice domain and (2) our proposed methodology (Section 2.4.1).
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[8 cells. Uniform density ρ = 0.25.] [8 cells. Uniform density

ρ = 0.50.] [8 cells. Uniform density ρ = 0.75.]

[8 cells. Graded density as per Eq. 2.9.] [8 cells. Graded density as

per Eq. 2.10.] [24 cells. Graded density as per Ref. [9].]

Figure 2.5: Studied domains and boundary conditions. Schwarz Primitive lattice structures of
uniform and non-uniform (graded) density.
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both the distribution and magnitude of the displacements field of the lattice and homogeneous
domains. Figure 2.8 also shows that the maximum value of the absolute error is in all cases
approximately 10 times smaller than the maximum displacement. From these results we conclude
that material homogenization is an accurate tool to estimate the displacements in lattice structures
and its efficiency allow its application in large lattice domains.

Table 2.3: Number of elements in FE meshes of lattice and simplified homogeneous domains.

Domain Figure number
No. of elements in
Lattice domain

No. of elements
in Homogeneous
domain

8 cells. Uniform density with ρ = 0.25 Fig. 2.4.1 149090 8000
8 cells. Uniform density with ρ = 0.50 Fig. 2.4.1 132710 8000
8 cells. Uniform density with ρ = 0.75 Fig. 2.4.1 260610 8000
8 cells. Graded density as per Eq. 2.9 Fig. 2.4.1 27863 8000
8 cells. Graded density as per Eq. 2.10 Fig. 2.4.1 66890 8000
24 cells. Graded density as per Ref. [9] Fig. 2.4.1 163080 24000

112 cells. Graded density as per Eq. 2.12 Fig. 2.11(a) N/A 112000
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(a) ρ = 0.25. Min. displace-
ment: −1.1× 10−4 cm.

(b) ρ = 0.25. Min. displace-
ment: −1.1× 10−4 cm.

(c) ρ = 0.25. Absolute error.

(d) ρ = 0.50. Min displace-
ment: −2.3× 10−4 cm.

(e) ρ = 0.50. Min displacement:
−2.2× 10−4 cm.

(f) ρ = 0.50. Absolute error.

(g) ρ = 0.75. Min displace-
ment: −1.2× 10−4 cm.

(h) ρ = 0.75. Min displace-
ment: −1.1× 10−4 cm.

(i) ρ = 0.75. Absolute error.

Figure 2.7: Cont.
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(j) Graded density Eq. 2.9. Min
displacement: −1.6× 10−4 cm.

(k) Graded density Eq. 2.9.
Min displacement: −1.6× 10−4

cm.

(l) Graded density Eq. 2.9. Ab-
solute error.

(m) Graded density Eq. 2.10.
Min. displacement: −1.6×10−4

cm.

(n) Graded density Eq. 2.10.
Min. displacement: −1.3×10−4

cm.

(o) Graded density Eq. 2.10.
Absolute error.

(p) Graded density Ref. [9].
Min displacement: −1.8× 10−4

cm.

(q) Graded density Ref [9]. Min
displacement: −2.0× 10−4 cm.

(r) Graded density Ref [9]. Ab-
solute error.

Figure 2.8: Results of X compression test. X displacement. Comparison of lattice ((a), (d), (g),
(j), (m), (p)) vs. homogeneous ((b), (e), (h), (k), (n), (q)) domains. Absolute error distribution
((c), (f), (i), (l), (o), (r)). Domains of 8 cells (a)-(o). Domain of 24 cells (p)-(r).
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Comparison between FEA and Our Methodology

We used the displacements on the homogeneous domains obtained in the previous stage to extract
the inputs of our meta-models: the normal strains on the boundary of each cell. Then, we used
the meta-models presented in Section 2.3.4 to estimate the maximum von Mises stress in each
cell. To apply the meta-models, we calculated the average relative density of each cell of the
non-uniform (graded) density domains. Since we had only meta-models for the relative densities
ρ ∈ {0.25, 0.50, 0.75, 1.0}, we used linear interpolation to do the approximations for the intermediate

values of density ρ. For instance,
(
σ

(0.4)
VM

)
, the von Mises stress for a relative density ρ = 0.4 is

approximated as

σ
(0.4)
VM =

2

5
σ

(0.25)
VM +

3

5
σ

(0.5)
VM , (2.11)

where σ
(0.25)
VM and σ

(0.50)
VM denote the von Mises stresses for the cells of densities ρ = 0.25 and ρ = 0.50.

σ
(0.25)
VM and σ

(0.50)
VM are retrieved using Eq. 2.7 with the corresponding coefficients of Table 2.2.

Figures 2.9 and 2.10 show (i) the von Mises stress of the FEA simulation, (ii) the maximum
von Mises stress of every cell retrieved from the FEA simulation of the lattice domain, and (iii) the
maximum von Mises stress of every cell calculated with our methodology. In addition, Table 2.4
lists, for each domain, the global maximum von Mises stress using (a) FEA simulation of the lattice
domain and (b) our methodology. We measured the relative error of our methodology with respect
to the FEA simulation of the lattice domain. These results are reported also in Table 2.4.

In Figures 2.9 and 2.10, we can see that the maximum von Mises stress given by our methodology
(third column of the figures) is very uniform along all the cells. When compared with the maximum
von Mises stress of the FEA methodology (second column of the figures), it is clear that our
methodology is not able to capture all the variation of the maximum von Mises stress per cell (see
Figs. 2.10(h) and 2.10(i)). However, we can see the correspondence between the most stressed zones
using FEA simulation and our methodology. Note that our implementation often predicts the most
stressed cell.

In terms of the accuracy of our methodology, we can see in Table 2.4 that (1) the error in
the estimations with our methodology is between 16% and 42% and (2) our methodology tends to
underestimate the maximum von Mises stress. These results show that our methodology can only
do rough estimations (with errors above 20%) of the maximum von Mises stress in Schwarz lattice
structures.

We have identified three critical aspects that can improve the accuracy of our methodology:

1. To consider more displacement-based features located inside the cell, not only on the boundary
of the cell.

2. To develop meta-models for more relative densities. Currently, it is limited to meta-models
of density ρ ∈ {0.25, 0.50, 0.75, 1.0}.

3. To enlarge the range of analysis of the displacement-based features, since in a single load case,
the magnitude of the deformation of the lattice domain varies in every zone. Currently, the
allowed normal strains are currently limited to the interval 10−5 × [−1.0, 1.0].
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Table 2.4: Maximum von Mises stress values of direct FEA of the lattice domain vs. our method-
ology.

Domain Figure number
Max. σVM :
FEA (MPa)

Max. σVM : our
method (MPa)

Rel. error

8 cells. Uniform density with
ρ = 0.25

Fig. 2.4.1 3.6 2.4 33%

8 cells. Uniform density with
ρ = 0.50

Fig. 2.4.1 4.5 3.6 20%

8 cells. Uniform density with
ρ = 0.75

Fig. 2.4.1 3.4 2.4 29%

8 cells. Graded density as
per Eq. 2.9

Fig. 2.4.1 3.1 3.6 16%

8 cells. Graded density as
per Eq. 2.10

Fig. 2.4.1 3.4 2.8 17%

24 cells. Graded density as
per Ref. [9]

Fig. 2.4.1 3.1 1.8 42%

25



(a) Lattice domain, ρ = 0.25.
Von Mises stress.

(b) Lattice domain, ρ = 0.25.
Max. von Mises stress per cell.

(c) Homogeneous domain, ρ =
0.25. Max. von Mises stress per
cell.

(d) Lattice domain, ρ = 0.50.
Von Mises stress.

(e) Lattice domain, ρ = 0.50.
Max. von Mises stress per cell.

(f) Homogeneous domain, ρ =
0.50. Max. von Mises stress per
cell.

(g) Lattice domain, ρ = 0.75.
Von Mises stress.

(h) Lattice domain, ρ = 0.75.
Max. von Mises stress per cell.

(i) Homogeneous domain, ρ =
0.75. Max. von Mises stress per
cell.

Figure 2.9: Comparison of the maximum von Mises stress in direct FEA (lattice) and our method-
ology for Schwarz Primitive structures. 8 cells domains of uniform density. Detailed results in Table
2.4.
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(a) Lattice domain. Graded
density Eq. 2.9. Von Mises
stress.

(b) Lattice domain. Graded
density Eq. 2.9. Max. von
Mises stress per cell.

(c) Homogeneous domain.
Graded density Eq. 2.9. Max.
von Mises stress per cell.

(d) Lattice domain. Graded
density Eq. 2.10. Von Mises
stress.

(e) Lattice domain. Graded
density Eq. 2.10. Max. von
Mises stress per cell.

(f) Homogeneous domain.
Graded density Eq. 2.10. Max.
von Mises stress per cell.

(g) Lattice domain. Graded
density Ref. [9]. Von Mises
stress.

(h) Lattice domain. Graded
density Ref. [9]. Max. von Mises
stress per cell.

(i) Homogeneous domain.
Graded density Ref. [9]. Max.
von Mises stress per cell.

Figure 2.10: Comparison of the maximum von Mises stress in direct FEA (lattice) and Our Method-
ology (homogeneous) for Schwarz Primitive domains of graded density. Domains of 8 cells (a)-(f).
Domain of 24 cells (g)-(i). Detailed results in Table 2.4.
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2.4.2 Application of Our Methodology to Large Lattice Domains

To demonstrate the potential of our methodology to be applied in the roughly estimation of the
von Mises stress in larger lattice structures, we generated a domain of 112 (7×4×4) cells of graded
density. We tested it under uniaxial compression in X direction (Fig.2.11(a)). The isovalue function
associated to this domain is:

t(x, y, z) = 2.5− 0.3

L
(x+ y). (2.12)

First, we produced the homogeneous domain and conducted the FEA simulation. The number of
elements of the mesh was 112000 (10×10×10 elements per cell). Secondly, using the displacements
field (Fig. 2.11(b)), we extracted the normal strains on the boundary of each of the 112 cells. Finally,
we used the meta-models of Section 2.3.4 along with linear interpolation to estimate the maximum
von Mises stress in each cell. The results of this estimation are shown in Fig. 2.11(c).

Due to the large number of cells (117), the FEA directly on the lattice domain was unfeasible.
However, it is possible to show the computational efficiency of our approach: to mesh a lattice
domain of 24 cells, 160k elements were required (6.6k elements per cell), while for the homogeneous
domain of 112 cells, 112k elements were used (1.0k elements per cell). This example has shown the
computational efficiency of our approach in comparison with direct FEA simulation. It shows that
our approach has the potential to be employed in the estimation of the stress/strain response of
large lattice domains.
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(a) Lattice domain. Boundary conditions. (b) Homogeneous domain. Dis-
placement in X direction.

(c) Homogeneous domain. Max.
von Mises stress per cell.

Figure 2.11: Application of our methodology to a large Schwarz Primitive domain of 112 cells of
graded density as per Eq. 2.12.

2.5 Conclusions

In this article we present a methodology that integrates material homogenization and design of
experiments (DOE) to estimate the stress/strain response in large lattice domains reducing the
computational cost with respect to direct FEA simulation. On the one hand, material homogeniza-
tion is used to efficiently approximate the displacements on the lattice domains. On the other hand,
DOE is applied to produce simple mathematical expressions to express the stresses in the lattice
as functions of the displacements obtained through homogenization. In comparison with related
approaches, this methodology is easy to implement, can be applied with different families of lattices
(strut or surface based) and offers an efficient alternative to retrieve the stress/strain response of
complex lattice domains. However, it is less accurate and produces only rough estimations.
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We implemented the proposed methodology to estimate the von Mises stress in Schwarz Prim-
itive lattice structures. Material homogenization proved its suitability for the approximation of
the displacements in large lattice domains. Results have also shown that the proposed method-
ology is an efficient tool with potential applications in the coarse estimation of the von Mises
stress in large lattice domains. The average errors in the estimations are between 20% and
40%, which are not acceptable in sensitive processes where high accuracy is required. However,
these results are encouraging when it is considered that we estimated meta-models for only four
densities (ρ ∈ {0.25, 0.50, 0.75, 1.0}) for a narrow range of strains on the boundary of the cells
10−5 × [−1.0, 1.0]. Our methodology has shown potential for the pre-evaluation of designs, where
less precision is needed.

The methodology presented in this paper can be applied to other types of lattice structures
(different to the Schwarz Primitive). It would be necessary to develop meta-models for the lattice
structure of interest and, consequently, to perform material homogenization to obtain the Young’s
and Poisson’s moduli associated to the relative density.

2.5.1 Future Work

Future work is needed to improve the accuracy of the estimations of the von Mises stress. Efforts
should be focused on the fitting of more robust meta-models that use more information from the
displacements field obtained via material homogenization.

This paper considers the von Mises stress as a failure criterion for lattice domains. However,
lattice structures at low densities experience buckling instabilities. This phenomenon should be
considered to analyze failure in lattice structures.

Author Contributions: D.M-Z., D.A.A. and O.R-S. conceptualized and designed the algo-
rithm. D.M-Z.and J.P-C. implemented the algorithm and executed the simulations. D.A.A. and
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search. All the authors contributed to the writing of the article.
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Abstract

Feature Recognition (FR) in Computer-aided Design (CAD) models is central for Design and Man-
ufacturing. FR is a problem whose computational burden is intractable (NP-hard), given that its
underlying task is the detection of graph isomorphism. Until now, compromises have been reached
by only using FACE-based geometric information of prismatic CAD models to prune the search
domain. Responding to such shortcomings, this manuscript presents an interactive FR method
that more aggressively prunes the search space with reconfigurable geometric tests. Unlike previ-
ous approaches, our reconfigurable FR addresses curved EDGEs and FACEs. This reconfigurable
approach allows enforcing arbitrary confluent topologic and geometric filters, thus handling an ex-
panded scope. The test sequence is itself a graph (i.e., not a linear or total-order sequence). Unlike
the existing methods that are FACE-based, the present one permits combinations of topologies
whose dimensions are two (SHELL or FACE), one (LOOP or EDGE), or 0 (VERTEX). This sys-
tem has been implemented in an industrial environment, using icon graphs for the interactive rule
configuration. The industrial instancing allows industry based customization and itis faster when
compared to topology-based feature recognition. Future work is required in improving the robust-
ness of search conditions, treating the problem of interacting or nested features, and improving the
graphic input interface.

Keywords: Computer-aided Design; Computer-aided Manufacturing; feature recognition; 3D
CAD.
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3.1 Introduction

Computer-aided Process Planning (CAPP) refers to the use of computational tools to automate and
optimize the manufacturing planning process of an industrial product. To automatically determine
the manufacturing techniques to be used in a certain product, it becomes necessary to be able to
efficiently extract geometric features from the standarized version of the Computer-aided Design
(CAD) model, a process known as Automated Feature Recognition”.

An essential part in the efforts in CAD-CAPP systems research is the development of efficient
and effective automated feature recognition algorithms. Features can describe form (form features),
tolerances and finishing (precision features) or material treatment, and grade and properties (man-
ufacturing features). Feature recognition algorithms focus on successfully identifying a region of
a part with some interesting geometric or topological properties (form features). Precision and
manufacturing features are out of the scope of such algorithms. Given that feature recognition is a
problem whose computational burden is intractable (NP-hard)[36], geometric information from the
CAD-based part model is used to prune the search space.

A number of feature recognition algorithms have been successfully implemented on boolean
combinations of prismatic shapes, but most of the current algorithms fail to treat curved geome-
tries and interacting features. This manuscript presents an extension of the reconfigurable feature
recognition method introduced in [2] to allow for the treatment of different curved geometries using
curvature-based filters. We also show an industry-based implementation (including its interactive
graphic user interface) and the recognition process results.

In this manuscript, Section 3.1 introduces the industrial relevance of the problem and reviews
the available relevant literature, highlighting the advantages and disadvantages of the existing
methods of Feature Recognition. Section 3.2 presents and discusses the Methodology implemented,
including the performance comparison with respect to other methods and the industrial instanc-
ing. Section 3.3 presents the results of the industrial implementation. Section 3.4 concludes the
manuscript and discusses possible future developments.

3.1.1 Industrial Relevance

CAD three-dimensional (3D) Models are nowadays ubiquitous in many engineering contexts: in the
automotive industry, for instance, more than 30.000 different parts are needed for complete vehicle,
and most of them have a 3D CAD representation. These CAD models are created in different
software packages (such as CATIA, SolidEdge, etc.) and by many companies working together
(Tier-1 and Tier-2 system and component providers, Car OEM manufacturers, etc.). These CAD
software packages have internal powerful tools to work in design, change, inspection, and assembly
tasks, but in collaborative work using CAD models from different CAD systems, a standard 3D CAD
Model representation is needed. For this, the STEP (ISO 10303-21 [37]) and the IGES standards
[38] are widely used, not only to accomplish the transfer of models between CAD systems, but also
to provide a vendor-independent 3D CAD model representation that can be used by any software
tool.

In this sense, the ability to inspect the topology and the geometry of a standard 3D CAD
representation model (such as STEP) is of high importance. More particularly, feature recognition
is a task where this model inspection is relevant for engineers and designers, since they can easily
find features of interest that are related with specific tasks: optimization, planning of additional
manufacturing processes, detection of design errors, etc. However, the way to specify a feature
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recognition strategy is not evident, since it involves not only a geometry or topology intrinsic
characteristics, but often also a meaning (a semantic level) [39], which is related to the application
need. Several approaches for feature recognition have been proposed in the literature (as discussed
in the literature review). Our approach allows the user to define reconfigurable arbitrary confluent
tests with topologic and geometric filters, configured in a directed acyclic graph, thus offering the
flexibility to define simple sequences or chains, but also more complex logic tests to be performed.

Several problems arise from the export of 3D CAD models to STEP or IGES standards.
These problems are not intrinsically related with the ISO STEP [37] specification, but to the
implementation of the export functionalities in the most common CAD systems. Most of them
are related to the “semantic loss”, as originally formalised by Posada [1]. This includes losses
of hierarchical structure, parameters, part catalogue information, PDM attachment, relationships,
functional operators and naming structure, among others (Figure 3.1).

Other kinds of problems that 3D converted files present in STEP include wrong or inappropriate
geometrical or topological descriptions. Some of the most common errors that use to appear in
this category are: (i) wrong description of cylindrical or rectangular holes as solid cylinders or
solid cuboids, (ii) description of simple geometric primitives in terms of more complex structures: a
typical case is the conversion of Cylinders, Cones, Toroid sections, or Planar FACES to non-uniform
rational basis spline curves (NURBS), adding unnecessary complexity to the converted model, and
(iii) conversion of auxiliary structures used in the CAD system for internal purposes as if they were
intrinsic geometric parts of the 3D model (e.g., dimension LINES, axis LINES, etc.).
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Figure 3.1: Examples of “Semantic loss” of three-dimensional Computer-aided Design (3D CAD)
Models conversion to STEP (for various purposes, such as Virtual Reality visualization and inter-
action with the model). Adapted from [1].

There are real industrial problems that originate in these conversion processes. Our proposed
methodology can help the engineer or designer to tackle many of these errors, as it provides a way
to specify fast geometric and topological tests that can be interactively specified. To mention a few:

1. Adaptation of 3D CAD complex models for optimal visual inspection and interaction in
Virtual Reality (as explained in [40]).

2. Reconstruction of semantic features of converted parts (as in [41]).

3. Geometric simplification of the model.

4. Automatic detection of rounder corners and chamfers.

5. Automatic detection of holes. This is a very relevant and frequent case, used to prepare indus-
trial procedures, such as workpiece painting, part drilling, robotic manipulation, structural
optimization, etc.
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Following an early approach similar to our method, Posada et al. [1,39] showed how the problems
(i), (ii), and (iii) could be solved in the context of the problems (1), (2) and (3) above, specifically
in the case of large 3D CAD models of chemical plants and automotive factories (example in
Figure 3.2), using the STEP ISO 10303-21 standard to recover structure and meaning of the models.

Figure 3.2: Example of recovering structure and meaning of 3D CAD model while using feature
recognition and the STEP standard in the early approach of Posada et al. [1].

Our approach is more systematic in the interactive formalisation of the graph structure for the
geometric pruning and it is more comprehensive in terms of the geometric filter algorithms and the
support of topologic primitives.

Industrial Case

In the industrial case presented in this article, we show in detail how the problem of automatic
detection of holes can be tackled with our new approach (problem 5. above). The industrial problem
described is the following: a specialized engineering company handles thousands of 3D CAD models
of sheet metal parts (Figure 3.3) for automotive and aeronautic industries. One important operation
that they perform on the models is the painting planning strategy for each part, and this requires
the automatic location of holes in the CAD model as a critical step. They have many providers that
use different CAD systems, and they work on the common basis of the 3D CAD models exported
as STEP models.
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Figure 3.3: Example of sheet metal parts used in the industrial case.

However, the reality is that many of those exported models have insufficient specification of the
holes (as explained above), so the STEP model inspection has to perform a combined geometry and
topology test to correctly identify the holes. For instance, a common semantic loss that appears
in these models is that hole geometries and topologies are incorrectly described in the STEP file.
The use of our interactive method allows for a straightforward solution the problem, since our
feature recognition system was well suited for this task. It allows to perform the required test
as a feature recognition task that not only identify correctly holes in well-exported models, but
also overcomes potential problems in the description of some exported models. A software system
implementing the presented methodology was successfully deployed at the company engineering
department. We will now present our method, and show its implementation and validation results.

3.1.2 Literature Review

Syntactic Pattern approaches for Feature Recognition (FR) [42–44] use a description language
based on semantic (manufacturing) primitives to express the workpiece and then compare the syntax
of the primitive expression against a grammar that defines a particular feature. These approaches
cover a small domain of features (2D prismatic, rotational, turning, and revolution).

Logic Rule FR [45–47] use a rule set that defines a particular feature, using a FACE as seed.
The rules specify the number and type of bounding FACEs. These methods are more robust than
Syntactic Pattern FR. However, they (a) present ambiguities in the feature definition, and (b) have
a reduced domain (only prismatic solids).

Graph-based FR [48–51] creates an Attribute Adjacency Graph (AAG) which contains the
topology connectivity of FACEs in a given Solid Boundary Representation (B-Rep) and matches
subgraphs of the AAG to a database of diverse (feature) patterns. The shortcomings of graph-based
FR are: (a) the extensive pre-processing to build the graphs representation of the workpiece and
of each feature primitive, and (b) missing parts in the graph to be matched, caused by nested or
inter-acting features. Positive outlooks for these methods are the new graph algorithms that apply
AI (such as Hybrid Graph-Rule FR), which address interacting or nested features.

Feature Vector FR [52] extends the simple graph-based approach by applying a new EDGE

37



classification scheme, allowing for the treatment of curved FACEs. The approach is based on
a unique method to represent any given feature, called feature vector, which can be generated
directly from the B-Rep modeller. The use of feature vectors in the recognition process allows for
polynomial time performance for any Attribute Adjacency Graph (AAG).

Volume Decomposition FR [53,54] determines a polyhedral convex hull circumscribed around
the workpiece and define the boolean differences between the convex hull and the workpiece as
an alternant union or subtraction of volumes. Volume Decomposition FR is a heuristic method.
Thus, there is no guarantee of the feature being correctly expressed by the volume decomposition.
It is (as all FR algorithms) computationally expensive.

An Access Direction FR [55] is based on the directions from which access to the feature is pos-
sible. This particular work is implemented on STEP-based platform, thus rendering independence
from proprietary formats. This approach is limited to features machinable in 3-axis centres.

Declarative Feature Language FR [36, 56] defines the CAD features using a declarative
language based on base entities (FACEs, EDGEs, etc...) and relations among them. Afterwards,
the feature definition is translated into a database query for the CAD modeler database. A naive
translation from the declarative language to the database query results in an unfeasible time com-
plexity for any realistic number of entities, therefore, database optimization techniques are applied
to reduce the time complexity of the method [36]. The main advantage of this approach lies in the
superior performance with respect to other approaches when treating complex geometries and large
data sets. The main disadvantage is that it relies heavily on the correctness of the CAD modeler
database; therefore, incapable to treat semantic loss problems.

Another STEP-based approach is presented in [57], which describes FR with non planar surfaces
(cylinder, cone, sphere, torus, B-spline, swepts). This approach is similar to Volume Decomposition
in that it identifies volumes to be removed in order to manufacture the feature. The FACE and
EDGE-based topological and geometrical information is collected in a first pass. In the second pass,
the non-planar FACE- based featured are extracted. A drawback of this approach is that it relies
on a EDGE-based search, expensive with complex curved surfaces.

Reconfigurable FR [58] obeys to the fact that a feature is an inherently subjective denomination,
which may correspond to different topological/geometrical B-Rep neighborhoods, according to the
field and application of the workpiece. This work presents a feature declaration language and
underlying geometric reasoning server, which allow a more efficient FR, at the price of each user
re-configuring his/her FR declaration and underlying filters.

3.1.3 Conclusions of Literature Review

Generally, previous approaches to the Feature Recognition problem present three major shortcom-
ings: (i) a reduced domain of application, mostly restricted to boolean combinations of prismatic
shapes or turning parts; (ii) reliance on FACE or EDGE search and classification, therefore exclud-
ing other useful geometric information; and, (iii) inability to treat the semantic loss problem in
STEP-based methods. The interested reader may refer to the survey in Ref. [59], to complement
our review.

In response to some of the existing shortcomings in FR, here we present the design and imple-
mentation of an interactive re-configurable graph search method for FR. Our approach prunes the
B-Rep search space with user-prescribed geometric tests. An early reduced version of this work is
presented in the short paper [2]. Therefore this manuscript is an extension of [2] with considerable
additional contributions. The present manuscript contains the following elements, absent in [2]:
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(i) analysis of the industrial relevance of the approach, (ii) complexity analysis of the algorithm,
(iii) details about the implementation and the Graphic User Interface for interactive Feature Recog-
nition, (iv) search graph construction strategies, (v) additional curvature-based geometric filters,
and (vi) industrial instancing with more examples. In the current manuscript, we fully discuss
the construction methodology for the search graph structure and introduce the curvature-oriented
geometric filters that allow for curved-geometry identification. In [2], we discussed the method’s
performance with respect to the number of nodes in the search graph. In the current manuscript,
we extend such discussion to include a complexity analysis of our method. Our approach admits
topologies of the types 0 (VERTEX), 1 (EDGE or LOOP), and 2 (FACE or SHELL). It is imple-
mented on STEP [37] B-Rep standard, which facilitates its migration to other modelers.

3.2 Materials and Methods

Our implementation includes a Parsing stage and a Domain Depuration stage, as follows (Figure
3.4).

Parsing stage. This stage parses two inputs: (a) an user-defined unstructured search graph,
and (b) part STEP file containing geometry and topology information of the workpiece. Process
(a) is written in C++ and translates into a graph structure of geometrical tests which includes
the target topologies. The test enforcement order is implicit in the pruning graph structure. In
the parsing stage, each pruning node is equipped with geometry or topology boolean test functions.
At the domain depuration stage, the relevant test is triggered and a boolean FALSE would result
in the elimination of the tested topologies from the search space. In this manner, the FR parsing
stage produces the pruning test graph, with its nodes loaded with the geometry test functions and
pruning actions, Process (b) part STEP file parsing is achieved by using Open Cascade [RC12]
platform. The Open Cascade Processor populates a Boundary Representation (B-Rep) database
by parsing the workpiece STEP file, thus producing the initial search domain Ω0.

Domain Depuration stage. This stage executes upon the B-Rep Ω0 domain the boolean tests
implicit in the pruning graph, progressively reducing the domain. Following the graph structure of
the pruning process, the output of a pruning node is the input of the following one. The geomet-
rical/topological condition of the current iteration is applied to all target topologies of the current
search domain and those topologies who fail the test are purged from the search domain, hence
reducing its size in after enforcing each node conditions. Once all conditions in the sequence are
enforced, the resulting search domain corresponds to the topologies that constitute the desired fea-
tures.

3.2.1 Search Graphs

A domain pruning graph is a directed acyclic graph (DAG). Although in many cases this pruning
graph is a simple sequence (i.e., a chain), it must be realized that more involved domain reductions
require general DAGs. Each node in such graphs contains the specification of the topologies to be
tested and the nature of the test. The DAG for search domain pruning is general enough to allow
diverse boolean test sequences. However, as said before, in the majority of cases the manufacturing
engineer or technician specifies a chain sequence (e.g., Figure 3.5).
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Figure 3.4: Original flowchart of recognition process (adapted from [2]).
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Figure 3.5: General scheme of the proposed search graph.

In a Domain Pruning Graph, nodes can be classified into three types: (1) Topologies, (2)
Geometry Tests, and (3) Topology Tests. (1) Topologies are the 0-, 1-, and 2-manifold sets SHELL,
FACE, LOOPE, EDGE, VERTEX, represented by Programming Objects or classes. (2) Geometry
Tests are the boolean queries responded by querying the underlying Geometries of the Topologies
(Parametric Surfaces and Curves, and Points). (3) Topology Tests are also boolean queries, stated
on one or more Topologies, which are not solved by geometric arguments. An approximate grammar
for a Pruning Graph is:

<pruning graph> −→ <serial test> AND <pruning graph>

<pruning graph> −→ <serial test>

<serial test> −→ <atomic test> OR <serial test>

<serial test> −→ <atomic test>

<atomic test> −→ <topology test> | <geometry test>

<topology test> −→ <topology><topo relation><topology>

<topology> −→ SHELL | FACE | LOOP | EDGE | V ERTEX

<topo relation> −→ CONTAINED | CONTAINS | IS ADJACENT

<geometry test> −→ <topology><geometry property>

<geometry test> −→ <topology><geometry property><topology>

<geometry test> −→ <topology><geometry property><value>

<geometry property> −→ CY LINDRICAL | CIRCULAR | PARALLEL

PLANAR | DEAD END

<value> −→ <real number>

It must be stated that, in our implementation, this grammar is implemented by driving the user
actions through the Graphic User interface and not by parsing a description file (although it would
be also possible).

Figure 3.6 presents examples of pruning graphs built while using the grammar mentioned above.
Notice that the effectiveness in reducing the search space directly depends on the precision and
consistency of the pruning graph. An inconsistent graph would end in a null solution space, inde-
pendent from what Ω0 is. A too lax pruning graph would allow for a large search space, thus failing
to execute FR.
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Figure 3.6: Examples of search graph building.

3.2.2 Topology-Geometry Data Structure

A geometry-topology data structure is needed to efficiently store and manage all geometric and
topological information of the solid workpiece in order to explore and reduce the search domain.
The data structure implemented is based on the OpenCascade [60, 61] platform and it resembles a
B-Rep data structure. Figure 3.7 shows the implemented data structure.
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Figure 3.7: Original geometry-topology data structure, using OpenCascadeTM data names (which
differ but are mathematically equivalent to ACISTM terms)-see Ref. [2] from same authors.

The hierarchical organization of the data structure allows for exploration of the topology-space
of the workpiece and access to the geometrical properties of any topology. As usual, Topology con-
nectivity relations among entities, while Geometry refers to positions, sizes, and underlying shapes.
Geometric filters are applied on geometrical entities, not directly on topologies. Therefore, access
to the geometric entities underlying the topologies is required to apply the geometric filters. All
geometry and topology classes are derived from the base TopoDS class in the OpenCascadeTM

library.

3.2.3 Topological Relations

Topological Tests assess whether the given topologies comply with the inquired role (CONTAINED,
CONTAINS, IS ADJACENT). These interrogations are answered using the structure implicit in the
B-Rep data structure (Figure 3.7), instanced in the particular workpiece at hand. Figure 3.8 shows
examples of the implemented topological tests.

Figure 3.8a shows the adjacency relation, which determines whether two FACEs are adjacent to
each other (i.e., their border LOOPs share an EDGE). Figure 3.8b shows the containment relation,
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which determines whether an EDGE is contained in any of the border LOOPs of the given FACE.
This test is also applied to LOOPs containing an EDGE. The use of topological relations in the
search graph allow for greater flexibility in the FR process taking advantage of the hierarchical
organization of topologies and their relations to one another.

3.2.4 Geometrical Filters

Geometrical Filters assess whether or not a subset of the B-Rep satisfies a given geometric condition.
Failure to pass the filter eliminates such a B-Rep subset from the search space, therefore, reducing the
search space for the next filters. New geometrical tests specially suited to treat curved geometries
underlying 2- and 1-topologies are required to identify features containing curved geometries. Ex-
amples follow.

(a) (b)

Figure 3.8: Examples of Topological Tests. (a) FACEs F1 and F2 are adjacent (through EDGE
E), (b) FACE F contains EDGE E.

Cylindrical FACE Test

The goal of this test is to determine whether a FACE topology is carried by a cylinder geometry
(within user-specified error margins). Ruiz et al. proposed the method in use [62], and it goes
as follows (Fig. 3.9):
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(a) (b) (c)

Figure 3.9: Cylindrical FACE geometrical filter. (a) Initial surface underlying FACE F , (b) Normal
vectors ~n on surface, and (c) Cylinder’s axis ~v estimation.

Denote ~P as the set of Points in the underlying surface of a FACE topology:

1. For each point p ∈ ~P , calculate the normal vector ~np of a plane tangent to the surface in p.

2. By crossing each other two line segments defined by a point and its associated normal vector, a
set of points ~Cp = {q1, q2, q3, ...} near the cylinder’s axis ~v is obtained. Notice that, even when
two line segments do not intersect, a crossing point can still be obtained as the midpoint of
the line segment corresponding to the shortest distance between the two initial line segments.

3. The technique of Principal Component Analysis (PCA) is used to obtain an approximation

of the cylinder’s axis ~v and its pivot point vp from set ~Cp.

4. For each point p ∈ ~P , the distance to the cylinder’s axis ~v is calculated. The surface resembles
a cylinder if all calculated distances are similar within a specified tolerance range.

Circular EDGE Test

Using a similar strategy, the goal of this test is to determine whether an EDGE topology is carried
by a circle geometry (within user-specified error margins). The method in use is a modification of
the method that was proposed by Ruiz et al. [62]:

Denote ~P as the set of Points in the underlying curve of an EDGE topology:

1. For each point p ∈ ~P calculate the normal vector ~np of a plane tangent to the curve in p.

2. By crossing each other two line segments defined by a point and its associated normal vector,
a set of points ~Cp = {q1, q2, q3, ...} near the circle’s origin O is obtained. In this case, any two
line segments will always intersect, since they are coplanar.

3. The circle’s origin O is defined as the point which coordinate values are the average values of
the coordinates of points in set ~Cp.

4. For each point p ∈ ~P , the distance to the circle’s origin O is calculated. The curve resembles
a circle if all the calculated distances are similar within a specified tolerance range.
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Another set of implemented geometrical filters is based on the surface curvature supporting the
FACE topology (Fig. 3.10). For every point of the surface is possible to compute the principal
curvatures values κmax, κmin and directions ~umax, ~umin, which are descriptors of how much and
in which directions the surface bends in a specific location [63]. Different conditions on those
geometric entities can be tested to identify the underlying nature of the surface [64]. Additionally,
in the spherical and cylindrical surface tests, it is possible to define an optional constraint on the
value of the curvature radius. All of the following tests are implemented in the Geomlib SDK [65]
and they are based on the OpenCascade library.

Figure 3.10: Example of maximum and minimum curvature directions in a generic point p. The
curvatures ~umin and ~umax are perpendicular, while their values are kmin = 0 and kmax = const in
both cases.

Planar FACE Curvature Test

The goal of this test is to determine whether the FACE topology is carried by a planar geometry.
For every point of a plane, the two principal curvature values are equal to zero and the normal
vector is constant in direction and orientation. Denote ~P as the set of points obtained by sampling
the surface continuous parametric uv space with usamples and vsamples number of samples in the
two dimensions.

1. For each point p ∈ ~P , calculate the normal vector ~np of a plane tangent to the curve in p.

2. For each point p ∈ ~P calculate the principal curvature values κp min and κp max.

3. The underlying geometry is planar if ~np = const , κp min = 0 and κp max = 0 for every p ∈ ~P
within a specified tolerance range.
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Spherical FACE Curvature Test

The goal of this test is to determine whether the FACE topology is carried by a spherical geometry.
For a sphere the two principal curvature values are equal and constant and not zero throughout all
the surface. Denote ~P as the set of points obtained by sampling the surface continuous parametric
uv space with usamples and vsamples number of samples in the two dimensions.

1. For each point p ∈ ~P , calculate the principal curvature values κp min and κp max.

2. The underlying geometry is spherical if κp max = κp min = const , κp min 6= 0 and κp max 6= 0

for every p ∈ ~P within a specified tolerance range.

3. Optionally compute the radius of curvature Rp = 1
κp max

and control that is equal to a specified

value within a tolerance range

Cylindrical FACE Curvature Test

The goal of this test is to determine if the FACE topology is carried by a cylindrical geometry.
Differently from the previous tests, in this one, we also take into consideration the direction of the
principal curvatures. As a matter of fact, for every point of a cylinder, the minimum curvature
direction is constant and its corresponding value is zero, while the maximum curvature is constant
and different from zero. An additional condition on the curvature radius is imposed to distinguish
the geometry from a cone or a free-form surface. Denote ~P as the set of points obtained by sampling
the surface continuous parametric uv space with usamples and vsamples number of samples in the
two dimensions.

1. For each point p ∈ ~P calculate the principal curvature values κp min, κp max and directions
~up min, ~up max.

2. Test for all of the points that the minimal curvature direction ~up min is constant, its cor-
responding value κp min is zero and the maximum curvature value κp max is constant and
different that zero within a specified tolerance range.

3. For each point p ∈ ~P , compute the radius of curvature Rp = 1
κp max

.

4. Test that the radius is constant throughout all the surface Rp = const within a specified
tolerance range.

5. Optionally control that the radius of curvature Rp is equal to a specified value within a
tolerance range.

Conical FACE Curvature Test

The goal of this test is to determine whether the FACE topology is carried by a conical geometry.
The procedure is similar to the previous one but with no curvature radius test and an additional
fitting stage. Denote ~P as the set of points obtained by sampling the surface continuous parametric
uv space with usamples and vsamples number of samples in the two dimensions. Additionally, define

a smaller set of points ~Psub ∈ ~P obtained with an evenly spaced sub-sampling of ~P . It is important
that this set is small in order to ensure that the execution time remains small.
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1. For each point p ∈ ~P calculate the principal curvature values κp min, κp max and directions
~up min, ~up max.

2. Test for all the points that the minimal curvature direction ~up min is constant, its correspond-
ing value κp min is zero and the maximum curvature value κp max is constant and different
that zero within a specified tolerance range.

3. For each point p ∈ ~P compute the radius of curvature Rp = 1
κp max

and test that its value is

not constant within a specified tolerance range.

4. Use the RANSAC algorithm [66] to fit a cone to ~Psub. If the algorithm succeeds the FACE
supports a conical geometry.

3.2.5 Complexity and Performance

The overall performance of the presented methodology is mainly influenced by two aspects: (i)
the number of entities in the model and (ii) the number of nodes in the search graph and the
performance of the filter itself. Regarding the number of entities, a larger model will negatively
impact the performance of the algorithm, since the initial search domain is larger and requires
more evaluations of the geometric filter in each step of the search process. One must understand
the trade-off that takes place to assess the performance consequences of introducing new nodes to
the search graph: a new filter adds new operations to the execution sequence and at the same time
reduces the search domain for the next filter. Thus, if a new filter is inserted in the search graph,
in general the subsequent filters will experience a reduction of the number of operations to perform,
since the search domain is reduced by the insertion of the new filter. Therefore, adding a new filter
might actually improve performance if the number of saved operations is larger than the number
of operations added by the insertion of the new filter. The type of filter is also important to assess
performance, since not all filters reduce the search domain by the same amount and this depends on
the characteristic of initial data and desired feature. Therefore, adding a filter with high reduction
somewhere in the search graph will have positive effects on the performance of the algorithm.

The currently accepted theoretical algorithm for the graph isomorphism problem (which is
the underlying problem in most of the methods found in literature) has a time complexity of

2O(
√
n logn) [67]. More recently, a quasipolynomial time algorithm [68] was announced with a time

complexity of 2O((logn)c) for some fixed c > 0.
In order to calculate the time complexity of our algorithm, we assume a survival rate α, which

is, after each iteration α percent of entities survive the filter. We denote n as the length of the
initial geometry-topology data and M the number of filters in the search graph. We assume the
filters to be a constant-time operation, since it is applied to an individual topology and does not
depend on the length of the initial data set. Time complexity T of the algorithm is then estimated
as:

T (n,M) = α0n+ α1n+ α2n+ α3n+ ...+ αMn (3.1)

Subsequently, we can express the time complexity of the algorithm as:

T (n,M) = O (Mn log n) (3.2)

In order to compare the computational resources savings of our method with respect to other
approaches found in literature, Table 3.1 summarizes the time complexity of different methodologies.
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Notice that complexities are expressed for a model of n entities, but the basic operation used to
measure complexity in each method may be different; or the method could require additional
processes not taken into account in the complexity measurement.

Table 3.1: Time complexity comparison between Feature Recognition (FR) approaches for a model
with n entities.

Method Claimed Complexity References Comments

Graph Matching O
(
nk
)

[36, 69] k: number of nodes in feature graph

Feature Vector O
(
n3
)

[52]
Requires additional geometric pro-
cesses that may affect performance

Volume Decomposition O
(
nk
)

[69]
k: number of cells generated for each
feature

Naive Language O
(
nk
)

[70] k: number of entities in the feature

Optimized Language O (n) [36,56]
Linear Complexity is achieved only
for simple features

Our method O (Mn log n) Current Manuscript
M : number of filters in the search
graph.

3.2.6 Graphic User Interface

The proposed method has been implemented in an industrial environment while using a Graphic
User Interface (GUI) based on icon graphs for the search graph construction with default pre-
programmed geometrical filters. The GUI allows for further user customization by allowing the
expansion of the geometrical filters library. Figure 3.11 shows the Graphic User Interface developed
while using C++ graphic libraries.
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Figure 3.11: Tool’s Graphic User Interface.

The GUI consists of two panels: left panel contains the graphic icons for the topologies, geometric
filters, and topological relations currently implemented, the right panel is an interactive environment
where the user can drag and drop the desired icons to build a search graph following the previously
presented rules. The Graphic User Interface (GUI) includes, as usual, the functionality to import a
neutral format part file (STEP [37]). At the present time, our application does not import IGES [38]
format.

Figure 3.12 shows the topologies, topological relations, and geometrical tests currently imple-
mented in the industrial instancing. This library can be further expanded by the user using DLLs
to link personalized geometrical filters or topological relations.

Figure 3.13 shows an example of a search graph built using the graphical tool. The GUI does
not actively enforce the search graph construction rules, therefore, check of search graph structure
validity is left to the user. Figures 3.14–3.17 show the output of the Graphical User Interface after
running the feature identification process.
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Figure 3.12: Topologies, topological relations and geometrical tests implemented.
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Figure 3.13: Example of search graph as built in the Graphic User Interface.

3.3 Results

To test our interactive FR method, we present four application examples in different workpieces, as
shown in Figures 3.14–3.17. In the first two examples, the goal is to identify circular hole features
on metal sheet workpieces given that the thickness of the sheet is known. In the third example,
the goal is to identify square hole features on a metal sheet workpiece, also with the thickness of
the sheet as known data. In the last use case the goal is to identify the chamfer surface of a car
disc brake holes, i.e., the conical surface situated on top of the hole cylinders. In the presented
examples, we choose a search graph strategy that includes a known dimension (thickness in this
case) because it suits our available data, other search graph strategies could be used to execute the
FR process for the same feature. Initial search space is denoted as Ω0 in all cases.

The reduced domain Ω1, as shown in Figures 3.14a and 3.15a, is the result of pruning the
correspondent initial search space Ω0 with the geometric filter configuration in search graph G1,
as shown in Figure 3.14d (for both data sets). The search graph G1 applies the CYLINDRICITY
condition to all FACEs in the domain Ω0. Therefore, the reduced domain Ω1 should only contain
cylindrical FACEs, as shown in Figures 3.14a and 3.15a.

The search graph G2 (Figure 3.14d) is an extension of graph G1; therefore, further pruning
domain Ω1 by applying extra geometric filters according to the configuration of graph G2. Graph
G2 preserves from domain Ω1 all FACEs that are related to an EDGE with a length value specified
by the user; in this case, the specified length value is the sheet’s thickness t. Resulting reduced
domain Ω2, only contains cylindrical FACEs related to an EDGE of length t, as shown in Figures
3.14b and 3.15b.

The domain Ω2 contains the desired hole features and other undesired FACEs, therefore, an ad-
ditional condition is necessary to prune undesired FACEs from domain Ω2. Search graph G3 (Figure
3.14d) is an extension of search graph G2 and further prunes domain Ω2by only preserving FACEs
that are adjacent (share and EDGE with) to a cylindrical FACE in Ω1. Hence, applying the condi-
tions that result from graph G3 to the domain Ω2, results in a reduced domain Ω3 (Figures 3.14c and
3.15c) only containing FACEs of hole features, ending the process with the desired FACEs. Notice
that the further pruning applied by graph G3, successfully removes the undesired FACEs because
of the configuration of these particular hole features. In this cases, hole features are composed of
two opposed cylindrical faces (as shown in Figures 3.14c and 3.15c), but is not a general rule for
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hole features in all cases.
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(a) (b)

(c) (d)

Figure 3.14: Results of Example 1: recognition of hole feature in data set 1 (see Ref. [2] from
same authors). (a) Reduced domain Ω1 ⊂ Ω0, (b) Reduced domain Ω2 ⊂ Ω1, (c) Reduced domain
Ω3 ⊂ Ω2, and (d) Search graphs G1, G2 and G3.
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(a) (b)

(c)

Figure 3.15: Results of Example 2: recognition of hole feature in data set 2. (a) Reduced domain
Ω1 ⊂ Ω0, (b) Reduced domain Ω2 ⊂ Ω1, and (c) Reduced domain Ω3 ⊂ Ω2.

In a similar fashion, we present the result of square hole recognition in a sheet metal part in
Figure 3.16. Figure 3.16a shows the initial data set Ω0 and we follow the same search graph strategy
from FR in Examples 1 and 2, only changing the CYLINDRICAL geometric filter for the PLANAR
geometric filter. Figure 3.16d shows the domain Ω1 ⊂ Ω0 consisting of all planar FACEs present
in initial domain Ω0 (FACE planar geometric filter). Figure 3.16c shows the domain Ω2 ⊂ Ω1

consisting of all FACEs part of the square hole feature; domain Ω2 preserves from domain Ω1 all
FACEs which are related to an EDGE with a length value specified by the user; in this case, the
sheet’s thickness t. FR for square holes is successfully executed on data set 3.
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(a) (b)

(c) (d)

Figure 3.16: Results of Example 3: recognition of square hole feature in data set 3. (a) Initial data
set Ω0, (b) Reduced domain Ω1 ⊂ Ω0, (c) Reduced domain Ω2 ⊂ Ω1, and (d) Search graphs G1

and G2.

Following the same concepts of previous examples, Figure 3.17 shows the process to identify the
chamfer surface of all countersunk holes drilled in the object. The model was taken from dataset [71],
and is a disc brake of a car. In this case, the search graph is composed of a cone surface test by
curvature to isolate all conical FACEs, followed by an adjacency test to all cylindrical FACEs with
a known radius, also done with curvature analysis. This reflects the fact that the target surfaces are
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always situated on top of the hole cylinders. Figure 3.17a represents the initial data set Ω0, while,
in Figure 3.17b, we have the data domain Ω1 resulting from a conical surface filter by curvature
and the corresponding search graph G1 (Figure 3.17e). It should be pointed out that not all of
the identified FACEs belong to the countersunk holes, for instance the central part of the disc;
therefore, more filters are needed. In Figure 3.17c is shown the intermediate result Ω2 obtained
with the cylindricity filter with known radius. Defining the radius value is important to extract only
the FACEs belonging to the target holes. In conclusion, the final domain Ω3 corresponding to the
desired result is presented in Figure 3.17d along with the complete search graph G2 (Figure 3.17e).
The target surfaces are extracted from the Ω1 domain by using the adjacency topological relation
with Ω2.
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(a) (b)

(c) (d)

(e)

Figure 3.17: Results-Example 4: Recognition of holes chamfer surface in data set 4. (a) Initial
data set Ω0, (b) Reduced domain Ω1 ⊂ Ω0, (c) Reduced domain Ω2 ⊂ Ω1, (d) Reduced domain
Ω3 ⊂ Ω2, and (e) Search graphs G1 and G2.
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3.4 Discussion and Future Work

This manuscript presents the extension of the methodology for interactive user-reconfigurable FR
introduced by the authors in [2], discussing the following aspects absent in [2]: complexity analysis
and performance comparison with respect to other approaches in terms of time complexity, inter-
active graphic user interface, graph construction grammar, geometric filters development for the
treatment of curved geometries (with examples), and industrial application with several examples.
Our method prunes the search domain by extracting useful geometric information from topologies
whose dimensions are 2, 1, or 0. The application of our methodology in an industrial process in-
volving sheet metal parts for the automotive industry shows that: (i) the capacity of tuning the
search graph to the specific definition of the objective feature allows for an efficient albeit specific
feature recognition process; (ii) the presented work implies an improvement with respect to previous
attempts of geometry-pruned Feature Recognition, which are limited to dimension two topologies
mounted on prismatic geometries or do not use the geometric information of topologies other than
FACEs; and, (iii) the use of geometric filters instead of STEP feature definitions allows for address-
ing the semantic loss problem. Our method is able to perform specific feature recognition in 3D
CAD models with both planar and curved surfaces with an easy-to-use interactive methodology
that allows the end-user to make use of previous knowledge of the part and features to improve the
efficiency of the search.

Future work is required in the following aspects to improve the FR process: (a) deal with the
problem of ambiguous definition of the search graph (from the user); (b) search graph building flex-
ibility in the GUI; (c) robustness of graph parsing; and, (d) improving and expanding the geometric
filters available. These improvements should precede the application of our method to the problem
of identification of interacting features, which is not considered in this manuscript.
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Abstract

In the context of generation of lubrication flows, gear pumps are widely used, with gerotor-type
pumps being specially popular, given their low cost, high compactness, and reliability. The design
process of gerotor pumps requires the simulation of the fluid dynamics phenomena that characterize
the fluid displacement by the pump. Designers and researchers mainly rely on these methods: (i)
computational fluid dynamics (CFD) and (ii) lumped parameter models. CFD methods are accu-
rate in predicting the behavior of the pump, at the expense of large computing resources and time.
On the other hand, Lumped Parameter models are fast and they do not require CFD software,
at the expense of diminished accuracy. Usually, Lumped Parameter fluid simulation is mounted
on specialized black-box visual programming platforms. The resulting pressures and flow rates
are then fed to the design software. In response to the current status, this manuscript reports a
virtual prototype to be used in the context of a Digital Twin tool. Our approach: (1) integrates
pump design, fast approximate simulation, and result visualization processes, (2) does not require
an external numerical solver platforms for the approximate model, (3) allows for the fast simulation
of gerotor performance using sensor data to feed the simulation model, and (4) compares simulated
data vs. imported gerotor operational data. Our results show good agreement between our predic-
tion and CFD-based simulations of the actual pump. Future work is required in predicting rotor
micro-movements and cavitation effects, as well as further integration of the physical pump with
the software tool.

Keywords: digital-twin, gerotor pump, hydraulic-systems, simulation, computer-aided design.
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Abbreviations

LP Lumped Parameter.
CFD Computational Fluid Dynamics.
Pi Pressure at chamber i.
Ai Area at chamber i.
Vi Volume at chamber i.
Qi Net flowrate at chamber i.
Ai,out Shared area between chamber i and output port.
Ai,in Shared area between chamber i and input port.
Cd Discharge coefficient.
Cd,max Maximum discharge coefficient.
βeff Effective bulk’s modulus of working fluid.
ρeff Effective density of working fluid.
ν Kinematic viscosity of working fluid.
µ Dynamic viscosity of working fluid.
Re Reynold’s number.
Recrit Critical Reynold’s number.
Dh Hydraulic diameter.
pin Pressure at input port.
pout Pressure at output port.
ω Angular speed of inner gear.

4.1 Introduction

Gerotor pumps play an important role in the aerospace industry, particularly in the processes of
cooling, lubrication, and fuel boost and transfer. In other sectors, the gerotor pumps are operated
in a wide range of applications, such as dosing and filling technologies in pharmacy and medicine,
dispensing technologies and coating applications in manufacturing, among others. The popularity of
such pumps in industrial applications arises from the fact that gerotor pumps represent a reasonable
compromise in terms of compactness, reliability, cost, and versatility [72]. The working principle of
a gerotor pump is based on the interaction between a pair of toothed gears with trochoidal envelope
profiles. The relative movement between the profiles generates a series of chambers with varying
volume that perform a cycle of suction and delivery actions (in interaction with input and output
ports), thus effectively producing a volumetric flow (see Figure 4.1).
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(a) (b)

Figure 4.1: Gerotor pump general architecture: (a) inner and outer gear, (b) inlet/outlet disposition
in pump.

The current design process for gerotor pumps commonly involves: (i) a geometric modeling step
in a CAD environment, (ii) a design verification phase using fluid mechanics simulations to validate
the efficiency and other desired characteristics of the pump, and (iii) a physical testing phase to
verify the predicted characteristics of the pump in a real test bench once the design has been
validated through a simulation tool. This process can be considerably time-consuming, due to the
large amount of time that is required in the design verification stage. The design engineer must mesh
the complex geometry of the volume chambers each time that the design is changed and perform a
time-consuming simulation. In most design cases, the simulation of a geometric configuration takes
up to a day to generate results. The described workflow hinders the effectiveness of rapid design
methodologies or the easy testing of a large number of geometric configurations of the pump in a
reasonable time.

Implementation. In this manuscript, we present the implementation of a virtual prototype of
a Gerotor pump designed to be integrated with data measured in an experimental setup in order to
improve the established design process. Our implementation does not constitute a full Digital Twin,
but rather will be a step towards a fully functional Digital Twin tool that reproduces the behavior
of the real pump. This virtual prototype allows for a rough design condition vs. performance
appraisal, thus enabling the design and testing scenarios. Once the designer is satisfied with this
approximated design vs. performance ratio, a more precise CFD simulation process would take
place. An important current feature of the virtual prototype tool presented is the import and
display of the sub-sequent CFD simulation results and experimental data measured in a real pump,
for the benefit of the designer manufacturer and client. This feedback of the CFD simulation
results might be included in a numerically oriented closed loop at the design stage. At the present
time, we only report visual CFD data feedback. The implemented tool is able to use data that
were measured in the experimental setup to feed the fast virtual prototype. Differences between
the virtual prototype state variables and measured state variables allow for several activities: (a)
to modify the pump design, (b) to control the actual pump, and (c) to feed satisfactory virtual
prototype parameters into parametric or constraint-driven CAD models to obtain a full Boundary
Representation of the Gerotor pump. Notice that (c) streamlines the design-for-gerotor process and

63



avoids the need for a external CAD application.
The manuscript is divided, as follows: the Section 4.2 reviews the available literature in the

context of physical simulation of gerotor pumps and Digital Twin implementations. Section 4.3
introduces the experimental setup of the pump, the lumped parameter model, and the virtual
prototype tool. Section 4.4 presents the comparison between our predictions and a Computational
Fluid Dynamics simulation used as ground truth. We do not address the comparison with respect
to the experimental data, because we cannot measure the comparison variable in our experimental
setup. Section 4.5 concludes the manuscript and discusses possible future developments in both the
virtual prototype and its integration within a full Digital Twin tool.

4.2 Previous Works

In this section, we review the literature in two dimensions: (a) methods for fluid dynamics simulation
in gerotor pumps and (b) implementations of virtual prototypes in Digital Twin oriented tools.

4.2.1 Fluid Mechanical Simulation

Several approaches have been proposed to simulate the performance of gerotor pumps, depending
on the level of detail required. Most previous work relies on two methods for the fluid simulation:
(i) lumped parameters models (LP) and (ii) computational fluid dynamics models (CFD), with
each one exhibiting different performances regarding time and memory complexity.

CFD models: computational fluid dynamics models use specialized software to solve the Navier–
Stokes equations in a discretized domain. CFD models can be classified in two categories: (i) two-
dimensional (2D) models and (ii) three-dimensional (3D) models. Castilla et al. [73] and Houzeaux
et al. [74] presented 2D CFD models for the simulation of rotary pumps that present accurate results
with respect to an experimental setup. Recently, 3D simulations of the pump have been performed
in order to analyze specific aspects of the pumps design, such as: (a) profile geometry optimization
[75, 76], (b) discharge coefficient calculation [77], and (c) fluid leakage due to clearances [78]. The
main advantages of CFD based methods are: (i) detailed description of the fluid’s behavior inside
the cavity of the pump and (ii) very accurate prediction of the effect of cavitation and fluid–body
interaction on performance. The main disadvantages of CFD methods are: (i) large simulation
time and memory requirements, (ii) the requirement to remesh the entire domain in each step of
the solution, and (iii) the difficulty to mesh appropriately the inter-teeth clearance domain [73].

LP models: lumped parameter models discretize the pump in a number of control volumes, where
each CV (control volume) corresponds to a cavity of the pump. The mass and energy conservation
equations are used to integrate the pressure in each control volume. The pressure inside each control
volume will depend on the instantaneous volume of the chamber and net flowrate of fluid through
its surface. Pellegri et al. [79,80] presented a simple lumped parameter model that was mounted on
AMESIM software, coupled with a geometric module that calculates the instantaneous areas and
volumes of the chambers. The results show good agreement between predicted and measured data.
Shah et al. [81] presented a lumped parameter model in AMESIM software for the prediction of
cavitation effects on the pump simulation; the results show that the model is accurate in predicting
the effect of cavitation phenomena on the overall performance of the system. The main advantages
of the lumped parameter approach are: (i) the low time and memory complexity and (ii) the
flexibility to integrate with larger hydraulic circuits [72, 79, 80]. The main disadvantages of the
lumped parameter approaches are: (i) the results are coarse with respect to CFD methods and (ii)
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calibration of the model vs. experimental data is needed, which makes this approach unsuitable for
detailed analysis of local behavior of fluid [82].

4.2.2 Digital Twins and Virtual Prototypes in Gerotor Applications

Digital Twins are virtual abstractions of physical products, processes, or phenomena very commonly
used in the context of Industry 4.0 [83]. Digital Twins are a valuable tool in digital design and
manufacturing, as they allow for prediction of system performance and simulation/optimization.
Relatively few applications of Digital Twin methodology are found in industrial contexts [84],
opening opportunities for wider adoption of Digital Twins in industries, such as fluid power systems.
The use of accelerated coarse simulations for fast decision making, although not being entirely
similar to the concept of Digital Twin, is being explored in other industrial contexts, such as
quality control in manufacturing [85,86].

The lumped-parameter models that have been cited in the previous sections are usually imple-
mented in specialized commercial software. This restriction limitates their feasibility towards a fully
functional Digital Twin tool that integrates data from an experimental test bench. In the case of
lumped parameter models, the design engineer must express the pump in a CAD environment and
then import the geometric data into a differential equation solver (e.g., AMESIM [80]). In the case
of CFD models, several commercial codes are used in the solution of the Navier–Stokes equations,
including PumpLinux, ANSYS Fluent, and CFX (all appearing in Ref. [82]). So far, we have found
no standalone fully-integrated implementations of gerotor pump simulation environments that suits
our design needs.

4.2.3 Conclusions of Literature Review

Two approaches are commonly used in the context of gerotor pump simulation: (i) Lumped Param-
eter (LP) models and (ii) Computational Fluid Dynamics (CFD) models. The lumped parameter
models allow for the fast simulation of pump performance at the price of loss of accuracy and detail.
CFD models allow for very accurate simulation of pump performance with detailed information re-
garding in-chamber heterogeneity, at the expense of large simulation time and complexity. Because
of its accuracy, it is common to use CFD as a ground truth value for pump experiments when no
experimentally obtained comparison data are available. We use CFD as our point of comparison
for the reasons expressed above and the availability of CFD software simulation. Furthermore, we
found that implementations of both approaches are: (i) dependant on proprietary commercial soft-
ware and (ii) not easily integrated with other standalone non-commercial design and optimization
tools in the context of Digital Twins tools.

As a response to such shortcomings, we present the implementation of a virtual prototype
for a gerotor pump, which also allows for the integration of measured data, thus enabling the
functioning of a Digital Twin. Our implementation: (1) integrates pump design, fast approximate
simulation, and result visualization processes, (2) does not require an external numerical solver
platforms for the approximate model (as other approaches do), (3) allows for the fast simulation of
gerotor performance, and (4) feeds the simulation model with data measured in an experimental
setup to improve the accuracy of the model. Several variables can be used to assess the pump
behavior, including, among others, maximum pressure, torque, and power. We use the maximum
pressure in the pump as our comparison variable since (1) it is a variable of interest for the pump
manufacturer and the variable that our model predicts and (2) the comparison with other variables
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(e.g., torque) would require specialized proprietary software. This software is not available to the
industry manufacturer. See Implementation in the Introduction section.

4.3 Methodology

For our Digital Twin (DT) implementation, we have defined a three step workflow: (i) the design
engineer inputs the values for the parameterization of pump design into the Geometry Configurator,
(ii) the geometric model of the pump (inner and outer gears) is generated, and (iii) the virtual
prototype performs the fast simulation of the pump with the geometric data and experimental
data being measured from the test bench (see Figure 4.2). Please see the Abbreviations section
immediately before the References section to find the meaning for the symbols used.

Figure 4.2: Implemented Tool Architecture and Workflow.

This section is divided in three parts: (1) we present the experimental setup where we show
the data collection setup used to feed the virtual prototype tool, (2) we explain the geometric
model, showing the generation of the gerotor geometric model and the calculation of geometric
quantities such as the history of chamber volumes and areas, (3) we present the fluid dynamics
module, where we lay out the foundations of the simulation model and (4) we discuss the software
tool that integrates the virtual prototype model, including 3D visualization, with the data being
collected from the experimental setup and external CFD simulations.

4.3.1 Experimental Setup

The contact point between the physical pump and the computational modeling is the testing bench.
The experimental setup hosts the sensors that are used to collect performance data and feed it to
the simulation model. Figure 4.3 presents the testing bench setup used and a manufactured pump
mounted in the bench with a translucent cover.
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(a) (b)

Figure 4.3: Experimental setup: (a) testing bench and (b) physical pump mounted on the test
setup (translucent cover).

Pressure sensors that are located in the input and output ports measure the pressure value to
be fed to the virtual prototype (as shown in Figure 4.2). Further integration of the data that were
collected in the testing bench for variables other than pressure with the simulation model is still to
be addressed.

4.3.2 Geometric Model

The internal profile of the gerotor is generated according to the parameterization proposed by
Ref. [87]:
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where the parameter αpc ∈ [0, 2π] corresponds to the turning angle of the rotor. Figure 4.4 shows the
resulting shape of the internal profile as the trace of contact point P ′, whose position is determined
by the radii R2 and r2, the eccentricity e, and the number of chambers Z. In Figure 4.4, the
external profile is determined by a set of outer circumferences that are truncated by a larger cutting
circumference.
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Figure 4.4: Parameterization of internal profile shape as in Equation (4.2).

This construction method of the external profile, even though simple and widely used, limits
the performance of the pump, as the resulting shape does not mesh perfectly with the internal
profile shape [88]. We have implemented an additional method to build the external profile as the
conjugated curve of the internal shape.

Suppose the curve C that corresponds to the internal profile (Equations (4.1) and (4.2)) is
put through a series of affine transformations that are defined by the rolling without slipping of
the circumference defined by r1 with respect to the circumference defined by r2 in Figure 4.4.
Subsequently, the external profile shape will be defined as the envelope curve of the locus of C as
it moves through the rotation domain.

Figure 4.5 shows the locus of curve C, as generated by the movement of the circumferences. The
envelope curve of the locus can be used as the external profile shape, with the advantage that by
using this external shape both curves mesh perfectly, hence improving the performance by avoiding
fluid recirculation. Once the inner and outer profile shapes are defined, the geometric quantities
of each chamber are calculated by sampling both the internal and external curve to form a closed
polygon, finding the area Ai and perimeter Pi of the polygon corresponding to chamber i.
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Figure 4.5: Locus of the internal profile curve C.

4.3.3 Fluid Dynamics Module

We discretize the flow domain in several control volumes to obtain a lumped parameter model of
the pump, as shown in Figure 4.6. We assume the fluid properties within each control volume
(CV) to be homogeneous, but not constant in time, effectively treating each control volume as the
basic domain of simulation. Notice that, as the pump rotates, the geometry of the control volumes
changes; therefore, the model requires a constant update of the geometric calculations for each
control volume (area, perimeter) as the position of the pump changes (see Figure 4.2).

Figure 4.6: Control Volume discretization of the gerotor pump.
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By the principle of the conservation of mass and energy, along with Reynold’s transport theorem,
it is possible to derive an expression for the change of pressure within a control volume:

dp

dt
=
βeff (p)

V (θ)

(∑
Qi − ω

dV

dθ

)
(4.4)

We omit the derivation of such an expression, since it is beyond the scope of our paper, the
interested reader can find a thorough explanation in Ref. [82]. The net flowrate that flows through
the boundary of a control volume needs to be calculated in order to integrate Equation (4.4), and
since the volume and volume derivative at angle θ are provided by the geometric module. We
consider two types of flows through the boundary of a control volume (Figure 4.7):

1. Input/Output flow : fluid flowing from the input port to the inside of the pump (charge) or
from the inside of the pump to the output port (discharge).

2. Fluid leak flow : fluid flowing from one chamber to another due to imperfect sealing that
results from manufacturing defects and design constraints.

Figure 4.7: Types of flows through the boundary of a control volume.

The flow between the control volume and the input/output port is modeled as the flow through
a variable geometry orifice subject to a difference in pressure. The pressure at the input and output
ports is fed to the numerical model with data that were collected from the experimental testing
bench, while the control volume pressure varies according to Equation (4.4). The flowrate in this
situation can be obtained as:

Qin = CdAi,in

√
2 (Pi − Pin)

ρeff
(4.5)
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Qout = CdAi,out

√
2 (Pi − Pout)

ρeff
(4.6)

Notice that, since a control volume only interacts with one of the ports at any given time, the
net port flowrate Q for a control volume is equal to Qin or Qout, depending on the position of the
control volume at the time of analysis. The calculation of the discharge coefficient Cd depends on
the value of the Reynold’s number Re and the hydraulic diameter Dh at such a time. The hydraulic
diameter Dh and the Reynold’s number Re are calculated, as follows:

Dh =
4Ai(θ)

Pi(θ)
(4.7)

Re =
Dh

ν

√
2∆P

ρeff
(4.8)

Finally, the discharge coefficient Cd is estimated while using an experimental expression (Ref. [82]):

Cd = Cdmax tanh

(
2Re
Recrit

)
(4.9)

where Cdmax is the maximum discharge coefficient and Recrit is the critical Reynolds number, which
indicates the transition between laminar and turbulent regime. Values for constants Cdmax and
Recrit can be found in the literature as a function of conditions of the pump [79]. This flow between
adjacent control volumes that should be nominally tight is enabled by the small gap between the
rotors at their maximal approximation position. These gaps are necessary for ensuring rotation
and limit friction and wear. The resulting fluid migration between adjacent chambers is caused by:

1. Difference of pressure between adjacent control volumes (Poiseuille flow).

2. Difference in angular speed between inner and outer rotor (Couette flow).

Typically, the gap between rotors at contact points is very small when compared to the overall
size of the pump. The curvature radii at the throat are much larger than the throat gap. Therefore,
(1) and (2), above, may be modeled by assuming that the approaching teeth form a constant
clearance gap between two parallel plates (Figures 4.8 and 4.9).

71



Figure 4.8: Pouiseuille flow between adjacent control volumes.

Figure 4.8 shows the working principle of the Poiseuille flow in the pump case, where two static
plates of length lt and width b are separated by a distance ht. The difference in pressure between
adjacent control volumes induces a flow Qp that can be obtained as:

Qp = b
∆P (ht

2 )3

12µL
(4.10)

Notice that width b corresponds to the length of the pump profiles in the z direction. The
distance ht is estimated by the geometric module as it may vary for each contact point throughout
the rotation of the rotors. As length lt cannot be directly measured in the geometric model, we
estimate lt as a function of ht. Starting from the point of minimum distance ht, we move outwards
through the profile curves to the point where the distance between rotors is ht∗ = (1 + ε)ht. Once
such points are found, the length lt is assumed to be the Euclidean distance between the points
found. This approximation has shown to be effective for values of ε around 0.1 [79].
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Figure 4.9: Couette flow between adjacent control volumes.

Figure 4.9 shows the working principle of the Couette flow. Two parallel plates having relative
velocity with respect to each other produce a flowrate between them through the viscosity of the fluid
and shear stress induced by the relative movement of the plates. The Couette and Poiseuille flows
(Figures 4.8 and 4.9) both result in a fluid exchange between adjacent control volumes, therefore
affecting the net flowrate through their borders and their pressures. Finally, as the pump usually
operates in a low pressure range, the variance of effective fluid properties (bulk modulus, density)
in hydraulic oil with respect to the instantaneous pressure [89] inside a control volume must be
taken into account:

βef =
βoil
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) 1
k ·
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κ·p − 1
) (4.11)
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α ·
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) 1
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βoil

)− 1
m

(4.12)

where βoil, ρair, and ρoil are the properties of the oil and air at atmospheric conditions, respectively.
p0 is the atmospheric pressure, α is the void fraction, and κ is the polytropic constant of air.

4.3.4 Software Tool

The Digital Twin (DT) tool implements two functionalities: a 2D geometry configurator and a 3D
data tool. The 2D geometry configurator allows for the design engineer to define a new geometry
for the profiles of the inner and outer gears according to a set of parametric variables. The 3D
data tool converts the model that is defined in the 2D geometry configurator to a full B-Rep model
for simulation and visualization purposes of both (i) data simulated from our pre-CFD simulation
model and (ii) data imported from CFD simulations or test bench.

Figure 4.10 shows the visualization of the parameterized pump in the interface of the 2D ge-
ometry configurator tool. The tool allows for the design engineer to input the desired set of values
for the parametric variables of Equation (4.2). Our application automatically generates both the
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conjugated design (Figure 4.10a) and the classic design (Figure 4.10b). Both types of design, as
well as other geometric configurations, are easily explorable in the 2D visualization canvas.

(a) (b)

Figure 4.10: Visualization of parameterized pump in the two-dimensional (2D) geometry config-
urator interface: (a) pump with conjugated external profile and (b) pump with classic external
profile.

In addition to the discretized geometric model of the inner and outer gears, the geometry
configurator calculates the shape of the resulting chambers for any given angle of the rotation of
the pump. The configurator allows the user to interactively rotate the pump position with a slider,
as well as to visualize and record the change in the area of each one of the chambers.

The ports and chambers geometries must be well-aligned for the correct calculation of the
intersection area between the chambers and the ports. The geometry of the input/output ports
(shown in Figure 4.11) of the pump is calculated from the geometry of the inner and outer gear
geometries in order to ensure the alignment. The geometries calculated by this application (gear,
chamber, and port geometry) are automatically imported into the 3D data tool for simulation
purposes. The CAD models are also exported to external files.
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Figure 4.11: Gerotor design with input/output ports.

Figure 4.12 shows the interface that is devised for the toolkit that was introduced in [90,91] to enable
the virtual prototype. The interface is built with Qt™ library and it comprises several panels: (i)
the 3D visualization panel, which allows for the visualization of the pump geometry (gears, ports,
and chambers) and the animation showing the rotation of the pump through a pumping cycle,
(ii) a hierarchy panel that shows the hierarchy tree of the geometric model and allows the user
to select and highlight geometric entities, (iii) a settings panel in which the user inputs the fluid
properties, operating conditions, and initial pressure conditions that are necessary to perform the
fast pre-CFD simulation (see Figure 4.2), iv) a simulated data panel that displays the results from
the fast simulation model, and v) a measured data panel that displays the results of the variables
that are imported to the virtual prototype tool, whether measured in the test bench or simulated
by the CFD software.
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Figure 4.12: Three-dimensional (3D) data tool interface.

The 3D visualization panel enables design engineers to examine the three-dimensional behavior
of the pumps for the parameters that are defined in the Geometry Configuration interface. Notice
that the shape of the chambers must be recalculated each time the pump is set to a new angle
position. Figure 4.13 shows the high degree of flexibility that can be achieved in the visualization
of the different components of the pump geometry.
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(a) (b)

Figure 4.13: Geometry visualization: (a) inner and outer gear of the pump, (b) fluid chambers
with transparent ports.

In Figure 4.13b, the color of each chamber is related to the pressure that is calculated by the
simulation model. The tool also allows for the design engineer to import data from the CFD
simulations and test bench tests with the objective of integrating and comparing performance data
(both predicted and measured) in the same software environment. Figure 4.14 shows the data for
a measured variable that was imported from an external CFD simulation, as visualized within the
software tool. It is possible to import external data in the form of the widely used CSV format or
while using a special text formatting that was specifically tuned for our application.
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Figure 4.14: Example of the pressure data collected from the experimental setup sensors.

4.4 Results

We present the results of a design case while using the presented virtual prototype tool to design
and simulate a gerotor pump. We also compare the obtained results with the data imported from
an external CFD simulation for the same geometry, fluid properties, and operating conditions.
Figures 4.15 and 4.16 present the volumetric data that were calculated by our tool for the pump
design used in this test run.
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(a) (b)

Figure 4.15: Volumetric data results from the virtual prototype: (a) profile of geometry with
highlighted chamber (CV1) and (b) history of area in a z-cut for selected chamber.

(a) (b)

Figure 4.16: Volumetric data results from the virtual prototype: (a) history of intersection area
between chamber CV1 and input port and (b) history of intersection area between chamber CV1

and output port.

Figure 4.15a shows the selected analysis chamber. In this case, we have selected the maximum
volume chamber when the pump is at initial position t = 0, even though our tool can perform the
geometric analysis of all chambers simultaneously. Figure 4.15b shows the area evolution for the
analysis chamber. Notice that it starts with the maximum value and diminishes until it reaches
the minimum value for chamber area around halfway through a revolution. The minimum value for
the area is not exactly zero because of the gaps in the meshing between the internal and external
rotors described in the previous section. The area then rises until it reaches the maximum value
once the revolution of the pump is completed. Figure 4.16a shows the intersection area between
the analysis chamber and the input port (area through which the working fluid enters the pump).
Notice that the intersection area increases at first, because, at initial position, the port and the
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chamber are only partially overlapped (as seen in Figure 4.15a). When the chamber is no longer
overlapping with the input port and has started discharging fluid (overlapping with the output
port), the intersection area with the input port becomes zero. The same analysis corresponds to
the intersection area between the chamber and output port shown in Figure 4.16b. Figure 4.17
shows the history of areas for all chambers in the pump; the periodicity is explained by the cyclic
design of the pump.

Figure 4.17: History of area for all 9 chambers in the pump.

We now discuss the results of a fluid dynamics simulation with our virtual prototype tool. The
fluid properties, operating conditions and initial pressure conditions that are used for the simulation
presented, are described in Table 4.1:

Figure 4.19 shows the history of calculated pressure inside an analysis chamber. Notice that the
analysis chamber CV1 (Figure 4.19a) is initially near the maximum volume position and, therefore,
the initial pressure Pt=0 will be low (near input port pressure). As the pump rotates, the volume
of the chamber reduces and increases the pressure inside the chamber. The maximum value of the
pressure in chamber is reached in the minimum volume position and, once the analysis chamber
enters the discharge cycle, the pressure starts to reduce as a result of the discharge of fluid and
increase in volume of the chamber itself.
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Table 4.1: Simulation conditions for test operating point.

Variable Value Units

Pressure at input port (pin) 1 bar

Pressure at output port (pout) 4.5 bar

Density of fluid at 1 atm (ρoil) 1005 kg/m3

Bulk modulus of fluid at 1 atm (βoil) 1.4 GPa

Angular speed of inner rotor (ω) 100 rad/s

Dynamic viscosity (µ) 0.01 Pa*s

Pressure in chambers at t = 0 1 bar

(a) (b)

Figure 4.18: Cont.
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(c)

Figure 4.19: Pressure results from virtual prototype: (a) profile of geometry with highlighted
chamber (CV1), (b) history of pressure in chamber CV1, and (c) pressure distribution in pump
after a full revolution, as seen in Digital Twin (DT).

Figure 4.19c shows the pressure distribution in pump after a full revolution. Notice that there
is a peak in pressure in the chambers near the minimum volume position and the pressure starts
decreasing after the chamber intersects with the output port and goes through the discharge cycle.
The discretization that was used in our virtual prototype allows for the tracking of the history of
pressure for each individual chamber. However, the discretization used in the CFD methods make
it impossible to track the history of pressure for an individual chamber. This is because, in CFD,
the entire discretization (mesh) is updated in every time step (remeshing) to meet convergence
requirements [92]. Therefore, for the purposes of comparison against a benchmark (i.e., CFD data),
we use the maximal pressure across the entire fluid domain (all chambers). The CFD simulations are
currently used in most of the design processes as an accurate prediction of the pump’s performance.
Therefore, they are a valid point of comparison for our implementation. Figure 4.20 shows the results
of maximum pressure in pump, as predicted by both CFD simulation and by our implementation.
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maximum predicted pressure in gerotor pump.

Figure 4.20: Virtual Prototype vs. computational fluid dynamics models (CFD)

Our implemented virtual prototype is able to estimate the maximum pressure within the pump
with a relative error of 21%. Our virtual prototype fails to reproduce the amplitude of the pres-
sure oscillation in the pump. We believe that this shortcoming is due to the used assumption of
homogeneous pressure in each one of the control volumes. The CFD model does not need such an
assumption, and it is able to take into account variations of pressure within the chambers. Still, the
maximum pressure in the pump as it rotates through an entire revolution is an important indication
of the pump’s performance, and it is reasonably estimated by our virtual prototype.

Table 4.2 shows a comparison of pre-processing and simulation times for both a CFD simulation
and a simulation with our virtual prototype. The pre-processing time of the CFD simulation
includes the generation of CAD models and mesh generation. The pre-processing time in our virtual
prototype includes the parameter input for the geometry configuration tool and the automatic
generation of B-Rep models. The main advantage of our virtual prototype is the much lower
processing and simulation time, while still providing valuable performance information to the design
engineer. The economic impact of our prototype upon the maker’s functioning is not available at
the present time, because of the fact that the design process, at the maker’s facilities, is intertwined
with other products and processes.

Table 4.2: Comparison of pre-processing and simulation times for the CFD simulation and our
virtual prototype.

Task CFD Time Our Implementation Time

Pre-Processing of Geometry 1h <5 min

Simulation 9 h <5 min
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4.5 Conclusions and Future Work

In this manuscript, we have presented the implementation of a virtual prototype tool in the context
of gerotor pump design, a component that has been widely used in different industries and that
usually requires time-consuming tasks in the design workflow. Our implementation is a first step
towards a fully functional Digital Twin of a gerotor pump. Our implemented tool allows for the in-
tegration of data that are collected from an experimental setup with a virtual prototype model. The
collected data are fed to the numerical model in order to improve the accuracy of the performance
predictions. This allows the engineer to have a fast overview of the performance of the pump and
allows him to discard unsuitable geometric configurations in an efficient manner. The presented im-
plementation integrates a 2D design interface with an interactive parameterized model of the pump
and a 3D interface. The 3D tool allows for the visualization of the 3D model that corresponds to
the previously defined 2D geometry. Our initial tests show that the implemented model to perform
fast pre-CFD simulations approaches the result of more detailed and time-consuming simulations
within an acceptable margin of error. Our implemented tool also integrates, in a single application,
the geometry data and simulation data, which are otherwise treated in different environments. Our
virtual prototype is not suitable if a detailed prediction of the behavior inside each chamber of the
pump is required.

Future work is needed in the improvement of both the software implemented and the fast
simulation model in order to achieve a fully functional Digital Twin tool of the pump. Efforts
regarding the 3D tool should be focused on data visualization and the creation of a data structure
for simulation profiles of different geometric configurations. A needed improvement of the pre-CFD
simulation may be achieved by modeling (a) cavitation and (b) micro-movements in the rotors, due
to induced pressure at the chambers. A further integration of experimental data with the simulation
model is needed to improve the accuracy of the predictions.
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5
Conclusions

This work presents a compilation of publications in applications of Computational Mechanics in
which Computational Geometry and Numerical Simulation have a central role. Likewise, tools
from mathematics, data structures, algorithms and programming fundamentals are essential for the
developed approaches.

This compendium shows a novel method based on the use of design of experiments (DOE)
to devise meta-models that adequately estimate the mechanical response of lattice domains. The
obtained meta-models correctly fit the data used for their generation. It also shows that the
proposed methodology is suitable for the coarse mechanical characterization of large lattice domains,
with average errors between 20% and 40%. The proposed approach is also appliable to other types
of lattice domains other than Schwarz Primitive.

This document also contributes in the area of Feature Recognition of CAD models. It presents a
methodology for the recognition of curved features using geometric filters that allows for a fast albeit
specific identification of the desired features. The presented methodology is used in an industrial
context within the automotive industry and several examples are presented.

Finally, this manuscript presents a novel implementation in the context of Digital Twins for the
design and test of gerotor pumps. The proposed implementation allows for a fast design and test
of the different geometric configurations possible for a gerotor pump. Our methodology estimates
the maximum pressure within the pump by using a mathematical model and data from a physical
test bank.

Finally, the different contributions presented here can be further extended. Therefore, future
research can be focused on: (1) the suitability of the best features to approximate the von Mises
stress of Schwarz Primitive cells, (2) the development of more robust meta-models that use more
information from the displacement fields and consider buckling instabilities, (3) the robustness of
the graph search tool and deal with the problem of ambiguous definition of the search graph in
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the Feature Recognition tool and (4) the further integration between the digital twin tool and the
physical pump.

86





Bibliography

[1] Jorge-León Posada-Velásquez. A methodology for the semantic visualization of industrial plant
CAD models for virtual reality walkthroughs. PhD thesis, Technische Universität, 2006.

[2] Juan Camilo Pareja-Corcho, Oscar Mauricio Betancur-Acosta, Oscar E. Ruiz, and Carlos Ca-
david. (Short Paper) User-reconfigurable CAD Feature Recognition in 1- and 2-topologies with
Reduction of Search Space via Geometry Filters. In Spanish Computer Graphics Conference
(CEIG). The Eurographics Association, 2019.

[3] J. Posada, C. Toro, I. Barandiaran, D. Oyarzun, D. Stricker, R. de Amicis, E. B. Pinto,
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Jorge Posada, Alejandro Garćıa-Alonso, and Ramón Ugarte. Visual computing technologies
to support the operator 4.0. Computers & Industrial Engineering, 139:105550, 2020.

[41] Carlos Toro, Javier Vaquero, Manuel Graña, Cesar Sańın, Edward Szczerbicki, and Jorge
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[84] Flávia Pires, Ana Cachada, José Barbosa, António Paulo Moreira, and Paulo Leitão. Digital
twin in industry 4.0: Technologies, applications and challenges. In 2019 IEEE 17th Interna-
tional Conference on Industrial Informatics (INDIN), volume 1, pages 721–726. IEEE, 2019.

[85] Daniel Mejia, Aitor Moreno, Ander Arbelaiz, Jorge Posada, Oscar Ruiz-Salguero, and Raúl
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