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Introduction

The characterization of mechanical and transport phenomena of porous media
is of high relevance in bio-mechanics, geophysics, manufacturing, environmental sci-
ences, among other fields. Properties that are of interest to this fields are porosity,
permeability, tortuosity and compressional and shear moduli.

Laboratory and field experiments that estimate this properties present nu-
merous technical difficulties, high expenses and require long periods of time. In
contrast, numerical estimation of effective properties of porous materials presents
advantages such as that only one material sample is needed to calculate several
properties and the process takes relatively short time. The numerical estimation
of material properties requires previous knowledge of the porous medium’s geom-
etry. There are different methods to acquire the sample geometry, such as micro
computer tomography, positron emission tomography, magnetic resonance imaging
and the generation of artificial geometries.

Micro-CT is becoming more accessible, and presents the advantage of repre-
senting faithfully the internal structure of the analysed material. The main disad-
vantage of estimation of effective properties from micro-CT geometry data is the
need of domains large enough to be representative of the porous medium’s micro-
structure. This translates into file sizes in the range of tens of kilobytes. This large
quantity of data presents difficulties on its manipulation. It is necessary to develop
methodologies that allow the modelling of physical phenomena in large domains,
by applying techniques such as the parallelization of computational algorithms.

This work consists on the compilation of the research performed at the Labora-
tory of CAD CAM CAE at Universidad EAFIT and the Institute of Mechanics at
Ruhr-Universität Bochum. The results presented involve a combination of Compu-
tational Geometry and Computational Mechanics. Table 0.1 presents a summary
of the papers presented in the thesis.
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Chapter 1 proposes a generic workflow for modelling the geometry of porous
materials from CT-scans. The geometrical representation obtained is tested with a
numerical simulation of physical phenomena against laboratory experiments.

In chapter 2 the permeability of an aluminum foam sample is estimated by
simulating a Stokes flow through the material using the Finite Difference method.
In chapter 3 this approach is benchmarked with different porous materials in a wide
range of porosities and a parallel solver is implemented to simulate the Stokes flow
through large domains that are representative of the material micro-structure.

Chapter 4 proposes a workflow to characterize Hauptmuschelkalk (carbonate
characterized by its low porosity), implementing a image segmentation procedure
and calculating the carbonate permeability and the effective wave velocity as a
function of the estimated porosity.

Chapter 5 presents a geometrical method to estimate the hydraulic tortuosity
limits with respect to Reynolds numbers of a fibrous porous medium. The method
presents an advantage by excluding the calculation of high Reynolds flow simula-
tions, which often present computational difficulties.
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Finally, chapter 6 summarizes the observations of the reviewers in the writing,
submission and publication processes of the papers, and the response given to each
observation.
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CHAPTER 1

Geometrical and numerical modeling for porous
media wave propagation

D. Uribe1,2, M. Osorno1,2, H. Steeb2, E.H. Saenger3 and O. Ruiz1
1 CAD/CAM/CAE Laboratory, Universidad EAFIT, Medellin, Colombia.
2 Institute of Mechanics, Ruhr-University Bochum, Germany.
3 Geological Institute, ETH Zürich, Switzerland.

This paper presents a workflow for geometrically modelling porous
materials from micro CT scan data going through different geometrical
representations. The proposed workflow is applied to an aluminum foam
CT scanned sample, and the resulting geometrical model is tested with
a numerical simulation of wave propagation. The different geometrical
representations allow the use of commercial CAE software and facilitate
the collaboration between different research groups.
This work was made on collaboration between the Laboratory of CAD
CAM CAE at Universidad EAFIT, the Institute of Mechanics at Ruhr-
University Bochum and the Geological Intitute at ETH Zürich. This pa-
per was accepted on the Conference TMCE. Budapest, Hungary. May,
2014.
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Abstract. Determining hydro-mechanical properties of porous materials present
a challenge because they exhibit a more complex behaviour than their contin-

uous counterparts. The geometrical factors such as pore shape, length scale

and occupancy play a definite role in the materials characterization. On the
other hand, computational mechanics calculations for porous materials face

an intractable amount of data. To overcome these difficulties, this inves-

tigation propose a workflow (Image segmentation, surface triangulation and
parametric surface fitting) to model porous materials (starting from a high-

resolution industrial micro-CT scan) and transits across different geometrical

data (voxel data, cross cut contours, triangular shells and parametric quad-
rangular patches) for the different stages in the computational mechanics sim-

ulations. We successfully apply the proposed workflow in aluminum foam.
The various data formats allow the calculation of the tortuosity value of the

material by using viscoelastic wave propagation simulations and poroelastic

investigations. Future work includes applications for the geometrical model
such as boundary elements and iso-geometrical analysis, for the calculation of

material properties.

Keywords

Computational mechanics, geometric modeling, porous materials, wave propa-
gation.

Nomenclature

G = (P, E) = Graph with vertex set P and edge set

E, nearly embedded in S0

P = Pressure scalar field of a fluid

occupying Ω. P : Ω→ R.

S0 = 2-manifold (possibly disconnected,

with border) surface corresponding

to the isosurface V (p) = VTR for

p ∈ Ω.

T = {t1, t2, . . .} triangular mesh of

triangles ti with vertices in P

V = A scalar field V : Ω→ R produced

by the CT scan of Aluminum Foam

in Ω.

VTR = Threshold real value in Hounsfield

units which marks the presence of

Aluminum Foam in a CT scan.

Ω = Rectangular prism aligned with the

world axes such that Ω ⊂ R3.

1. Introduction

Micro-scale Computational Mechanics studies of porous media are limited by
the difficulty in geometrically modelling the microstructure material in an accurate
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manner. The cavities are extremely small, the data size is very significant, and the
data is present in unusable formats, since (e.g.) Voxel-based geometries cannot be
used in most commercial structural mechanics and computational fluid dynamics
software.

Researchers take two approaches: (i) Create their own geometries, based on ab-
straction of the subscale geometries. Examples are the so called ’packed spheres’,
lattices from convex uniform honeycombs, boolean operations with spheres or ellip-
soids, Gaussian random fields, among others ([1], [2]). (ii) Use actual scan samples
of porous media geometries that are based on CT scan data, which favors the usage
of regular grid numerical methods. These methods have shortcomings in imposing
boundary conditions, dealing with high frequency saw-tooth geometries, and de-
scribing curved boundaries with large numbers of degrees of freedom.

In this article we implement and apply several geometrical processing meth-
ods to represent solids from industrial micro CT scans of porous materials. The
different representations of the material (voxels, contours, triangular meshes and
parametric surfaces), allow simulations in the middle steps of the process. We can
also manage the information about the porous media geometry with a lower mem-
ory usage. Finally with the parametric surfaces of the material, is possible the use
of robust commercial CAE software that can not manage voxel-based information.

The workflow of our method begins by processing the micro-CT scan data using
image segmentation algorithms (multiple thresholding, watershed algorithms). The
segmented data represents enumerations, 3D scalar fields and planar cross sections,
which are used to build 3D shell and solid information by using several algorithms:
Marching Cubes, Poisson, 2-D similarity Voronoi- Delaunay generalized lofting,
Power Crust and Surface Optimization. Parallelized computations have been ap-
plied, using as a unit cubic sub-domains of the general domain.

We have successfully created the enumeration, cross sectional, triangular and
parametric representation of aluminum foam. From those representations, it was
possible to estimate geometric properties, such as: porosity, lattice cross sectional
area and shapes, and pore radius. The geometric properties were used on analyti-
cal solutions of wave propagation in porous media and compared with independent
numerical simulations. The tortuosity is estimated, using the Geometrical Scenario
formed, in two manners: Using Biot’s poroelastic approach (a) The flow velocity is
calculated and from it, the tortuosity. (b) Virtually stiffening the aluminium foam,
calculating the flow velocity and from it the tortuosity. The results closely match
each other.

This paper is organized as follows: Section 2 reviews the literature existent on
the geometrical modeling of materials with micro-structure. Section ?? explains
the various geometrical methods aligned to model the porous materials. Section ??
discusses computational mechanics methods mounted on the geometrical models,
presenting the achieved results on mechanical properties and performance. Section
5 concludes the article and enumerates open research areas.
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2. Literature Review

The reconstruction of surface and solid from CT-data is a common problem
in computational geometry and visualization, but authors usually only focus in a
specific part of the workflow: 1) Image segmentation, 2) Surface triangulation, 3)
Parametric surface fitting.

Wirjardi ([3]) exposes a survey on the more common techniques for image
segmentation, such as thresholding ([4], [5]), region growing ([6]) and deformable
surfaces ([7]). Usually additional techniques are applied to correct noise and other
data adquisition defects. Iassonov, et al. ([8]) proposes Image Analysis Normaliza-
tion for image correction.

Several authors have proposed methods for surface triangulation from image
segmented data. Lorensen et al. ([9]) propose an algorithm (Marching cubes) that
generate a triangulation from voxels data employing a table of edge intersections.
Amenta et al. ([10]) propose the Power crust algorithm which generates a trian-
gulated mesh form a point set data. The obtained result does not depend on the
data quality, but has the disvantage that only works with surface points. Ruiz et
al. ([11]) recover a triangulated surface from slice samples by using 2D shape sim-
ilarity. This method can be used when a topological faithfulness is really needed,
but implies pre-processing to obtain 2D slices from the CT-scan data.

Different methods have also been proposed for generate parametric surfaces
from points clouds or meshes. Kazhdan et al. ([12]) solve the problem of generat-
ing surfaces form a point data set treating it like the solution of Poisson equation. A
good detail level is possible but the input data set must have ordered points. Ruiz et
al. ([13]) present a stochastic approach to surface reconstruction from noisy points
data set based on Principal Component Analysis, which has a good behaviour with
non self-intersecting curves. Other proposed methods for generating parametric
surfaces can be seen in [14], [15] and [16].

The reviewed methods present some disadvantages as restriction in the input
data and high computational requirements. In this paper we propose a workflow
for applying more efficient methods to obtain a geometrical model that can be used
suitably for numerical simulation of effective material properties.

3. Methodology

Consider a domain Ω ⊂ R3 forming a rectangular prism aligned with the axes of
R3. The domain Ω contains a porous material. A computer tomogram of Ω results
in a scalar field V : Ω → R which corresponds to the absorption of the X-rays by
the material, measured in Hounsfield units. The CT scanner used has a resolution
of 60 micrometers / Voxel.

In the present case the analysed porous material is 10 ppi AlSi7Mg foam (Fig.
1.1) by m.pore GmbH. Tab. 1.1 shows the modelling parameters of the aluminum
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Figure 1.1. Aluminum Foam micro-structure.

foam.

The goal of this section is to describe the different algorithms used in this
investigation to obtain explicit representations of STR., suitable for numerical cal-
culations of effective hydro-mechanical properties.

3.1. Iso-Surface Occupancy.

• Given:
(1) A scalar field V : Ω→ R.
(2) A real (threshold) value VTR in the range of V .

• Goal:
(1) T triangulation approximating V (p) = VTR for p ∈ Ω.

This part of the process is conducted by using a variation of the Marching
Cubes algorithm ([9]). The triangulation T must have the characteristics of 2-
manifoldness. Notice that T ≈ S0 has borders and it is possibly disconnected
within Ω.

3.2. Cross-section-based Surface Reconstruction.
3.2.1. Iso-Curve Occupancy.

• Given:
(1) A slice k-th of the CT scan in plane Πk with normal Z.
(2) A real (threshold) value VTR in the range of V .

• Goal:
(1) A set ∂V ∪k = {Γ0,Γ1, ...} of closed contours Γj , j = 0, 1, ... on Πk,

which compose the boundary ∂V ∪k of the set V ∪k = {p ∈ Πk|V (p) ≥
VTR}.

Fig. 2(a) shows a typical slice Πk of the CT scan. Each pixel (i, j) of the
Πk slice corresponds to the point (xi, yj , zk) ∈ Ω ⊂ R3. Fig. 2(a) displays the
pixels with V (xi, yj , zk) ≥ VTR. Each pixel represents a diminute square inside
Πk., and the 2D boolean union of pixels inside the foam results in a 2D region
with city-block jagged boundary ∂V ∪ in Fig.2(b). A smoothing of these jagged
contours using a Catmull-Rom interpolation produces the smooth contours in Fig.
2(c). Since the foam may have internal disconnected cavities, the cross sections
V ∪ of the foam present holes, and their boundary ∂V U has several disconnected
components (∂V ∪ = {Γ0,Γ1}). In our discussion, Γ0 represents an external foam
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contour and Γi for i = 1, 2, ... represent the internal contours. The collection of
such cross sections for a particular neighborhood of Ω is shown in Fig. 3(a).

If the distance between scan planes is considered, volumetric pixels (Voxels) are
formed, which correspond to the parts of Ω filled by the aluminum foam (Fig. 3(b)).

!
!
!
!

VoXel V 

VoXel Boundary ∂V 

(a) Set of Voxels with 6000 above thresh-
old.

!
!
!
!

VoXel Union VU 

∂VU : Boundary  
of VU  

(b) Boolean Union of Voxels. City Block
Contours.

!
!
!
!
!

Outer Contour Γ0 

Inner Contour Γi 

(c) Catmull-Rom smoothing of City

Block Contours.

Figure 1.2. Contour Construction from CT Voxel per-slice Data.

3.2.2. 2D-similarity-driven Voronoi-Delaunay Algorithm.

• Given:
(1) A sequence of parallel cross sections of the domain Ω, Πk with k =

1, 2, ....
(2) A set ∂V ∪k = {Γ0,Γ1, ...} of closed contours Γj , j = 0, 1, ... on Πk,

which compose the boundary ∂V ∪k of the set V ∪k = {p ∈ Πk|V (p) ≥
VTR}.

• Goal:
(1) A sequence of triangular mesh surfaces Ti,i+1 that map the contours

∂V ∪i of level Πi, onto the contours ∂V ∪i+1 of level Πi+1.
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(a) Lattice Contours (b) Volumetric Pixels (VoXels) in CT Scan.

Figure 1.3. Contours per-slice and Voxels.

(a) View 1. (b) View 2.

Figure 1.4. Triangular Mesh Surfaces formed by Contour-
mapping (generalized lofting [17, 11]) between Consecutive Cross
Section Contour Sets.

(2) T triangulation approximating the iso-surfaces V (p) = VTR for p ∈ Ω.
Notice that T = ∪iTi,i+1.

The triangular mesh that materializes the mapping among contours of consec-
utive slices is calculated by algorithms discussed in [11] or [17] and produces the
results in Fig. 1.4. The mapping among contours (i.e lofting) may have a strictly
local proximity criterion (Voronoi - Delaunay methods, [17] ) or it may have a
topological and 2D - shape similarity rationale that selectively triggers the V-D
methods ([11]). The topological and 2D shape similarity methods use the fact that
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topological evolution of features along the cross sections obeys to only 3 topolog-
ical transitions ([18]). A topological event corresponds to the addition of one of:
0-handle, 1-handle or 2-handle, to the previous contour, and causes the number of
contours to change from cross section Πi to cross section Πi+1. Fig. 1.5 shows that
the number of contours in slice Πi will have a variation of +1, -1, +1, -1 as a conse-
quence of the addition of 0-handle, 1-handle, 1-handle and 2-handle, respectively.

19/05/a 

 1 

 

 

+ = 

Πi 0-h Πi+1 

+ = 
Πi 1-h Πi+1 

+ = 
Πi 1-h Πi+1 

+ = 
Πi 2-h Πi+1 

(a) 0-handle addition.

19/05/a 

 1 

 

 

+ = 

Πi 0-h Πi+1 

+ = 
Πi 1-h Πi+1 

+ = 
Πi 1-h Πi+1 

+ = 
Πi 2-h Πi+1 

(b) 1-handle addition.

19/05/a 

 1 

 

 

+ = 

Πi 0-h Πi+1 

+ = 
Πi 1-h Πi+1 

+ = 
Πi 1-h Πi+1 

+ = 
Πi 2-h Πi+1 

(c) 1-handle addition.

19/05/a 

 1 

 

 

+ = 

Πi 0-h Πi+1 

+ = 
Πi 1-h Πi+1 

+ = 
Πi 1-h Πi+1 

+ = 
Πi 2-h Πi+1 

(d) 2-handle addition.

Figure 1.5. Topological Transitions as k-Handle Additions ([11]).

3.3. Triangular Mesh to Parametric Surfaces.

• Given:
(1) T triangulation approximating the iso-surfaces V (p) = VTR for p ∈ Ω.

• Goal:
(1) A Set of parametric patches Sj(u,w) which approximate the trian-

gular mesh T so that ∪jSj(u,w) ≈ T = ∪iTi,i+1.

In [19] an algorithm is reported, which uses the graph T under a point sample
as proximity graph in Manifold Learning Algorithms. The parametric surfaces fit
to the triangular mesh appear in Figs. 6(a) and 6(b).

4. Results and Discussion

4.1. Aluminium Foam geometrical modeling. Fig. 2(a) shows a slice
of the CT scan, which corresponds to the pixels with V (x, y, z) ≥ VTR. The 2D
boolean union of such pixels results in a city-block jagged boundary in Fig.2(b).
If the distance between scan planes is considered, Volumetric Pixels (Voxels) are
formed, which correspond to the parts of Ω filled by the Aluminum Foam (Fig.
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(a) Sub-domain (b) Surface Modeling of Subdomain.

Figure 1.6. Parametric surfaces of the geometric modeling of the
aluminum foam.

3(b)). A smoothing of these jagged contours produced with a Catmull-Rom inter-
polation produces the results in Fig. 2(c). The collection of such cross sections
for a particular neighborhood of Ω is shown in Fig. 3(a). The generalized lofting
among cross sections produces triangular shells, shown in Fig. 1.4. The parametric
surfaces fit to the triangular mesh appear in Figs. 6(a) and 6(b).

4.2. Experimental Set-Up. Consider a domain Ω ⊂ R3 (Fig. 7(a)) open in
the planes z = 0 and z = L and closed in the sides (planes x = 0, x = L, y = 0,
y = L). The boundary of the domain ∂Ω, allows free pass of fluid in the planes
x = 0 and x = L and is hermetic in the planes x = 0, x = L, y = 0 and y = L. Ω
is divided in 3 slices, as follows: (1) Ω1, with 0 ≤ z ≤ ∆1, filled with a viscous pore
fluid. (2) Ω2, with ∆1 ≤ z ≤ ∆1 + ∆2, filled with metallic foam whose interstices
are filled by the fluid. (3) Ω3, with ∆1 + ∆2 ≤ z ≤ ∆1 + ∆2 + ∆3, filled with
the fluid. There are no obstacles for the movement of the fluid in the Z direction,
except the presence of the aluminum foam itself.

At the plane z = 0 an acoustic wave excites the medium in direction perpen-
dicular to the plane with an ultrasonic transducer. The wave is described in the
frequency domain by a Gaussian distribution N (0, fc). The value fc will indicate
whether the propagating wave is in Biot’s high or low frequency domain, cf. discus-
sion in [20]. It is of our interest to calculate Biot’s high frequency limit, since the
viscous effects of the fluid can be neglected, and the complexity of the constitutive
equation of the fluid is significantly simpler. In order to enforce this, the value of
the central frequency of the propagating wave must be significantly greater than
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Z 
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fluid 

foam  
+ 

fluid 

(a) Fluid and Foam-Fluid Domains Ω. (b) Foam Domain Ω2

Figure 1.7. Experimental Set-Up
 

 

 

 

P0 

P0/2 

t 

Pressure 

-T/2 +T/2 

Figure 1.8. Pressure Wave

Biot’s critical frequency. From this experimental set-up, two pressure waves are nu-
merically obtained (slow and fast P-wave, cf. [21] , and then any missing material
parameter in Biot’s equation can be calculated (e.g. tortuosity).

(1) fcrit =
η

πρfRr2

The calculation of Biot’s critical frequency fcrit is calculated using the pore
radius r found from the parametric surfaces in section 3.3. It is found that fcrit
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is smaller than 1 Hz. Therefore a wave with a central frequency of 24 KHz lies in
the high frequency domain. To record the interaction of the wave with the water
saturated foam, seismographs are placed in the planes z = ∆1 and z = ∆1 + ∆2.
The material parameters for the water phase and the aluminum phase can be found
in Tab. 1.1.

Young’s modulus of
aluminium

Es = 70.0 GPa

Poisson number of
aluminium

νs = 0.33

Density of aluminium ρsR = 2700 kg/m3

Bulk modulus of water Kf = 1.48 GPa
Density of water ρfR = 1000 kg/m3

P-wave velocity of water Vp,water = 1480 m/s

Table 1.1. Modeling parameters of the fluid and solid phases

In order to simulate the experimental setup, the momentum equation is solved
using a Rotated Staggered Grid Finite Differences scheme (RSG-FD)( [22, 23, 24]).
The RSG-FD method has proven to be an accurate approach to simulate the wave
propagation phenomenon in porous media ([25],[26]). The geometric discretization
is taken from the voxel data in section 3.2.1.

4.3. Water saturated aluminum foam simulation. Biot’s theory ([21])
states that a wave propagating at high frequencies in a fluid saturated medium is
constituted by two pressure waves and a shearing wave. Therefore it is expected
that two P-waves can be measured using the first and second arrivals of the signal
in the recorded data in the seismograms. It was only possible to measure a single
P-wave from the seismographs, the other arrivals had excessive noise. Neverthe-
less, it was possible to view both propagating waves in the water saturated foam
by digitally draining part of the foam and taking a snapshot when the wave was
travelling through Ω2. On Fig. 9(a), the aluminum foam phase has a faster propa-
gating wave than that of the water phase. The measured velocity Vp,biot is 1487 m/s.

4.4. Water saturated stiffened aluminum foam simulation. The sim-
plification by Steeb ([27]) of Biot’s equations leads to a single formula (2) where the
pressure wave velocities can be calculated. All the material parameters necessary
to calculate Biot-Willis’ coefficients (i.e. N,A,Q,R, P and the density tensor ρ̂i,j)
were measured with laboratory experiments except for the tortuosity. Therefore in
order to calculate the tortuosity from the experimental setup, an additional simu-
lation must be performed.
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(a) Pressure wave snapshot in Ω2. The

camera is set perpendicular to the z-x
plane.

(b) Change in Vp,biot as the aluminum

foam is stiffened.

Figure 1.9. Pressure wave results for the stiffened and non-
stiffened aluminum foam.

ξ1,2 =
∆±

√
∆2 − 4(PR−Q2)(ρ̂11ρ̂22 − ρ̂12ρ̂12)

2(PR−Q2)
,

∆ = P ρ̂22 +Rρ̂11 − 2Qρ̂12.(2)

To circumvent the missing P-wave velocity problem, the aluminum foam is vir-
tually stiffened with a parameter β. The effect of the stiffening parameter on Vp,biot
can be seen on Fig. 9(b). The density and Young’s modulus of aluminum foam are
multiplied by this parameter. This in turn doesn’t modify the P-wave modulus of
the aluminum phase, but it does create a very high impedance between the solid
and fluid phase. The high impedance between the phases means that the wave will
be mainly traveling through the water phase, and this allows to a very clear reading
of the signals at the seismographs of Vp,biot.

The measured Vp,biot for the stiffened aluminum foam setup is 1409 m/s. When
comparing both results of Vp,biot with the variance of the stiffening parameter β, and
the tortuosity, it was found that the tortuosity of the aluminum foam is α∞ = 1.14.

We compare our results of tortuosity with the experimental results presented
by Gueven et al. in [28] and [29] (α∞ = 1.054), finding that they match closely.
From this we can verify that the proposed geometric model of the aluminum foam
represents correctly the porous material sample.

We also compare our results with the values presented in [30], where the alu-
minum foam is modelled with a truncated tetrahedron. We find that geometrical
modelling from micro-CT data give us more accurate information about the mate-
rial properties than simplified models.
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5. Conclusions and Future Work

The raw data of micro-CT data of an aluminum foam was successfully trans-
formed from a scalar field in a regular grid in R3 to a watertight union of parametric
surfaces ∪iSi(u,w). From micro-CT based triangular mesh, it was possible to sim-
ulate the phenomenom of wave propagation in Biot’s high-frequency domain. The
parametric form of the mesh, ∪iSi(u,w), allows to determine important geometric
parameters used in Biot’s equations (porosity, pore radius). Our geometric proce-
dure was validated with simulations of wave propagation, and these closely resemble
experimental results.

Future work includes the implementation of boundary elements, iso-geometrical
analysis, calculation of additional macro-scale material properties and the intelli-
gent automatic thinning of the cavernous system to achieve a graph - based node
/ beam representation.
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This research proposes a method to estimate the intrinsic perme-
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162. ESTIMATION OF LARGE DOMAIN AL FOAM PERMEABILITY BY FINITE DIFFERENCE METHODS.

Abstract. Classical methods to calculate permeability of porous media have
been proposed mainly for high density (e.g. granular) materials. These meth-

ods present shortcomings in high porosity, i.e. high permeability media (e.g.

metallic foams). While for dense materials permeability seems to be a function
of bulk properties and occupancy averaged over the volume, for highly porous

materials these parameters fail to predict it. Several authors have attacked

the problem by solving the Navier-Stokes equations for the pressure and ve-
locity of a liquid flowing through a small domain (Ωs) of aluminium foam

and by comparing the numerical results with experimental values (prediction
error approx. 9%). In this article, we present calculations for much larger

domains (ΩL) using the Finite Difference (FD) method, solving also for the

pressure and velocity of a viscous liquid flowing through the Packed Spheres
scenario. The ratio V ol(ΩL)/V ol(Ωs) is around 103. The comparison of our

results with the Packed Spheres example yields a prediction error of 5% for

the intrinsic permeability. Additionally, numerical permeability calculations
have been performed for Al foam samples. Our geometric modelling of the

porous domain stems from 3D X-ray tomography, yielding voxel information,

which is particularly appropriate for FD. Ongoing work concerns the reduction
in computing times of the FD method, consideration of other materials and

fluids, and comparison with experimental data.

1. Introduction

Permeability is an important property in the design of filters of metallic foam,
porous implants and other applications that require a flow through a porous medium
([31]). In this article we estimate the permeability of high porosity Aluminium foam
(φ > 0.8) employing the Finite Difference method . For the numerical calculation
of permeability of metallic foams the following methods have been applied: (1) Fi-
nite Volumes, (2) Lattice Boltzmann, (3) Finite Difference method. Gerbaux et al.
([32]) calculate the permeability of 3 real metallic foams by solving fluid flow in the
porous medium with the Lattice Boltzmann method and the finite Volume Method.
Xu et al. ([33]) perform a finite volume analysis to estimate the permeability of
some foams with different porosities and foam cells properties.

Petrasch et al. ([34]) determine effective porous media properties such as poros-
ity and permeability from a digital representation of reticulate porous ceramics
generated by X-ray tomographic scans. Nabovati et al. ([35]) calculate the perme-
ability for fibrous porous media in a wide range of porosity by applying Darcy’s law.

So far, only small domains of high porous materials like metallic foams have
been numerically analyzed. Especially in X-ray images based investigation, the
question arises is such domain one representative elementary volume? Therefore,
we propose a numerically efficient FD scheme on cartesian grids which is higly
compatible with 3dim CT images.

2. Methodology

We propose a straightforward method to calculate permeability of porous me-
dia: (I) Discretization of equations (3) and (5) on a staggered grid by using a 2nd
order FD method with periodic boundary conditions for velocity in the inlet and
outlet of the channel (Fig. 2.1). (II) Solution of the resulting equation system with
the iterative Gauss-Seidel scheme. The Gauss-Seidel method does not require to
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store a coefficient matrix. (III) Calculation of the volume averaged velocity um
from the velocity field computed in step 2. (IV) Estimation of the medium perme-
ability with Darcy’s law (Eq. 14). The notation used is: ks: intrinsic permeability
according to Darcy’s law, µ: dynamic viscosity, um: volume averaged velocity in
flow direction in the free volume, ∆p: pressure drop in flow direction,

(3) ∇p = µ∇2u,

(4) ∇ · u = 0,

(5) ∇ · ∇p = 0,

(6) um =

∫
Vf
|uz|dv
Vf

,

(7) ks =
µum
∆p

.

2.1. Method Validation. The method was validated with a regular packed
sphere case in 3D (Fig. 2(a)) whose permeability can be calculated with the
Carman-Kozeny model proposed in [36] (Eq. 8) and with the Rumpf-Gupte model
proposed in [37] (Eq. 16). The notation used is: ksC : permeability by Carman-
Kozeny model, ksR: permeability by Rumpf-Gupte model, d: sphere diameter and
φ: porosity. The relative error between the estimated permeability for a regular
pack of spheres in a channel with 10 spheres in direction Z (Sphz = 10) and the
Rumpf-Gupte model is 5.5% ,

(8) ksC =
φ3

180(1− φ)2
d2,

(9) ksR =
φ5.5

5.6
d2.

3. Results

The permeability of an aluminium foam was estimated for a domain of 24 mm×
24 mm × 24 mm (400 × 400 × 400 voxels). Figure 2(b) shows the velocity in
Z direction on plane YZ at x= 12mm. The calculated results for this case are
um = 6.5093 × 10−9 m/s and ks = 7.7967 × 10−7 m2. Our implementation allows
to compute 256× 106 degrees of freedom with a single processor.

4. Conclusions and Future work

The permeability of a lattice of aluminium foam was calculated with Darcy’s
law, using Finite Difference methods to simulate a viscous flow through a porous
medium. The proposed method optimizes memory usage, therefore it allows to
simulate large domains in single processors. Future work includes the reduction in
computing time, the modification of flow parameters such as the input flux and the
estimation of the permeability of materials with different porosities.
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Figure 2.1. Domain 400× 400× 400 voxels (24mm× 24mm× 24mm).

(a) Regular packed sphere case (b) Velocity in Z direction on plane YZ at x=
12mm.

Figure 2.2. Numerical estimation results.
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203. FINITE DIFFERENCE ESTIMATION OF PERMEABILITY IN LARGE DOMAINS IN A WIDE POROSITY RANGE.

Abstract. Numerical calculation of effective hydro-mechanical properties of
porous media is relevant in geophysics, manufacturing, bio-mechanics and envi-

ronmental sciences, among other fields. Because of the dependency of effective

physical properties (e.g. elastic moduli and permeability) on morphological
details on the pore scale such as shape and size of pores and cracks and with

respect to large necessary representative volume elements, numerical simula-

tion techniques have to be optimized on order to obtain reliable results. The
current state of the art in the field of such numerical investigations of effective

permeability of porous materials, based on Lattice-Boltzmann, Finite Volumes,

Explicit Jump Stokes methods still presents limitations in the size of the an-
alyzed domain. In response to these shortcomings, we propose an efficient

and reliable method to calculate the intrinsic permeability of porous materials
directly from voxel-based data obtained from imaging techniques like X-ray

microtomography. We implement a parallel Finite Differences solver, allowing

the calculation of large domains. We test our method in a diverse selection
of materials, obtaining accurate results for a range of porosities, wider than

the ranges previously reported. Ongoing work includes the estimation of other

effective properties of porous media.

Glossary

u Velocity. [m/s]
ds Sphere diameter. [m]
ksC Permeability (Carman-Kozeny, spheres array). [m2]
ksD Permeability (Darcy’s law).[m2]
ksR Permeability (Rumpf and Gupte, spheres array). [m2]
ksT Permeability (Poiseuille flow, capillary tube). [m2]
p Pressure. [Pa]
rt Radius of capillary tube. [m]
um Volume averaged velocity. [m/s]
∆p Pressure drop in the medium. [Pa/m]
ηfR Dynamic viscosity.[Pa s]
φ Porosity of the material.
Ω Domain of investigated material in R3.

1. Introduction

Experimental estimation of properties of porous materials is an expensive and
time consuming process. Because of these expenses, their numerical estimation is
becoming increasingly used, presenting several advantages: (1) only one material
sample is needed for the estimation of numerous properties, (2) CT-scan digitiza-
tion takes relatively short time, and (3) variables that in real experiments are hard
to maintain (e.g. room temperature) are controllable. In this article we focus in the
estimation of Intrinsic Permeability as defined in Ref. [38]. For the sake of brevity
we shall use Permeability to mean Intrinsic Permeability.

Permeability is a critically relevant property affecting flow through porous me-
dia and it is strongly dependent on the geometry of the porous media. In order
to sample the medium, some authors use industrial Computer Tomography (CT)
scans. In other cases the media geometry is generated artificially. In the present
investigation we work with both kinds of geometric models. Our artificial geometry
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is generated as a voxel-based image, therefore emulating the CT-scan format.

One of the main difficulties in the estimation of effective properties of porous
media from the micro-structure information, is the simulation of domains large
enough to be representative for the material. Several authors have proposed to
divide the domain and calculate the effective property as the average of the results
obtained in the subdomains. The averaging method arises problems because the
obtained results depend on the domain size and the chosen subdomains. In this
article we propose a method that allows to calculate large domains, avoiding vari-
ations in the estimated permeability because of the domain size.

The proposed workflow begins from a voxel-based geometry obtained directly
from the image segmentation of a CT-scanning. We estimate the permeability as
follows: (1) Set-up of boundary value problem, (2) Parallel computing of Stokes
flow implementing the Finite Difference (FD) method, and (3) Estimation of Darcy
permeability from the velocity and pressure field calculated in the previous step.
We prove our method with pervious and semipervious materials, in a range of
porosities from 0.146 to 0.934.

Section 2 presents a literature review about existent numerical methods for
permeability calculation. Section 3 discusses the proposed methodology: geome-
try pre-processing, setting of boundary value problem, parallel computation and
permeability calculation. Section 4 displays the estimated permeability for the an-
alyzed geometries. Section 5 presents conclusions and future work.

2. Literature Review

Ref. [32] calculates the permeability of three metallic foams by solving the pres-
sure and velocity in the porous medium with the Lattice Boltzmann and the Finite
Volume methods. This work combines micro-tomography - based geometric mod-
elling with numerically solved transport equations to estimate domain-averaged
foam permeability. The authors report that the estimated permeability variates
with the domain size, given that is not large enough to represent the material.

Ref. [39] numerically estimates the permeability for a three-dimensional sam-
ple of Fontainebleau stone obtained from tomography scans, applying the Finite
Difference and Latice-Boltzmann methods. Comparing the two methods applied
the authors conclude that the FD method has a lower requirement of memory by a
factor of 2.5. The permeability computed for the Fontainebleau stone is compared
with the estimated permeability of two stochastic models with the same porosity
and specific surface area as the digitized sample of the Fontainebleau stone. Ac-
cording to the results of [39] it is possible to conclude that for obtaining accurate
results of permeability is necessary to use the actual, and more complex, digitized
model.

Ref. [40] calculates some effective properties of porous media (Fontainebleau
sandstone, Berea sandstone, carbonate sample and sphere pack), including the abso-
lute permeability. This property is calculated from segmented 3D images, applying
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Lattice-Boltzmann and Explicit jump Stokes methods for simulation of the flow
through the media. The model size causes variations in the obtained results.

Ref. [33] estimates (via Finite Volume Analysis) the permeability of foam cells
with high porosities. Its method presents the limitation of only addressing small
periodic domains. Ref. [41] reports the flow simulating in periodic cells of porous
media by solving the Navier-Stokes equations in a control volume by employing
pressure correction and an unstructured mesh topology. The methods presented in
Refs. [33] and [41] were only tested with materials with high porosity.

Ref. [34] determines porous media properties such as porosity and permeability
starting with X-ray tomographic scans. The proposed method is applied in retic-
ulate porous ceramics, but it can be applied in any porous structure that admits
tomographic samples. For the calculations was necessary to generate a tetrahedri-
cal mesh.

One of the main difficulties in the estimation of effective properties for porous
materials (in this case, permeability) is the simulation on domains large enough to
be considered representative. A common shortcoming found is that the methods
proposed by the different authors are only tested in a narrow range of porosities. In
response to the presented problems, this article implements a method to estimate
permeability for large domains of diverse kind of materials (low and high porosity).

3. Methodology

The aim of the present contribution is to present a workflow for an efficient
numerical calculation of intrinsic permeabilities of low- and high-porous materi-
als. Therefore we choose representative examples of such media from sandstones
(φ = 0.146) high porous man-made metal foam (φ = 0.935). We restrict ourselves
on stationary flow processes on the pore-scale leading to a creeping flow process on
the up-scaled macroscopical scale.

The starting point of our workflow is a segmented binary 3-dim voxel-based
data set obtained e.g. from X-ray synchrotron or desktop microtomography. A
discussion about the important step from the reconstructed tomographic raw data
to the binarized data set is out of the focus of the paper, cf. [42]. On basis of the
cartesian grid of the voxel data, we perform the Finite Difference Stokes analysis.

The averaged velocity and pressure fields numerically calculated are employed
in Darcy’s law to estimate the permeability. In this section we described the pro-
posed workflow (See Fig. 3.1):

(1) Geometry pre-processing for domains that present disconnected cavities,
(2) Set-up of boundary value problem (Stokes flow simulation) (3) Computation of
velocity and pressure field, and (4) Calculation of permeability.

3.1. Geometry Pre-processing (1). Some domains, specially ones with low
porosity, present disconnected cavities. Those cavities do not affect the flow pat-
terns, since no liquid reaches them. However, they affect the volume averaging of
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Figure 3.1. Workflow for intrinsic permeability calculation

the velocity field (Sec. 3.4) and consume computing time. Therefore they must be
eliminated from the domain geometry before the computation starts. These discon-
nected cavities are indirectly identified by applying a seed region growth algorithm.
Fig. 3.2 shows a subdomain of the Fontainebleau stone cavities. The connected
domain network is displayed in pink color, while the disconnected one appears on
blue color.

3.2. Set-up of boundary value problem (2). We simulate a Stokes flow
(stationary, incompressible flow with Re� 1) through a porous media. This is
governed by the Eqs. 10 and 11:

(10) ∇p = µ∇2u
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φcon = 0.137

φuncon = 0.009

Figure 3.2. Geometry model of Cavity Network (pink) and Iso-
lated Cavities (blue) in Fontainebleau Stone.

(11) ∇ · u = 0

By applying the divergence operator in both sides of the Eq. 10 we obtain:

(12) ∇ · ∇p = 0

To solve the velocity and pressure fields, the boundary value problem is posed
onto a digitized sample of the porous material as follows: The porous media is en-
closed in a rectangular prismatic domain Ω ⊂ R3. The planes x = 0, x = L, y = 0
and y = L are closed walls, and no-slip boundary conditions are applied. Periodic
boundary conditions are applied in the velocity field (u(z = 0) = u(z = L)). The
boundary conditions of the pressure field are defined by a constant function in the
planes z = 0 and z = L (p(z = 0) = p0, p(z = L) = pf ). The domain Ω no
occupied by the porous media is filled with a fluid with high viscosity and assumed
incompressible. Fig. 3.3 shows the domain setup for some of the porous media
analyzed.

In order to impose the periodic boundary condition for the velocity field in
non-periodic porous media (e.g. Aluminium foam, Fontainebleau sandstone), we
generate a mirror of the domain relative to the plane z = L/2.
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Figure 3.3. Domain setup of porous media analyzed

3.3. Computation of u and p (3). Eqs. 10 and 12 are discretized on a
regular staggered grid ([43]) using second order FD method. Fig. 3.4 shows a 2d
example of the discretization for visualization purposes. A regular grid allows to
use the geometry information directly from the scan data, thus avoiding: (1) loss
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of information of the geometry, and (2) spending of computational resources in
the generation of geometrical representations such as triangulations or parametric
surfaces.

pi,j

ui−0.5,j

vi,j−0.5

Voxel i, j

Figure 3.4. Example in 2d of discretization of pressure and ve-
locity field.

The resultant system of linear equations is solved by applying the iterative Suc-
cesive Over-Relaxation method SOR ([44]). We used a relaxation factor ω = 1.2
for a faster convergence.

Digitization of porous materials samples with the use of CT-scanners gives as
a result massive quantities of data. We look to be able to compute those extremely
large domains avoiding memory problems, therefore we implemented our own solver
in parallel computation. The implemented solver can run in few desktop comput-
ers (without demanding specifications) connected in parallel, but if desired can also
be used in a super-computer. Both cases were tested with good performance results.

Given the advantage of using distributed memory in our problem, we par-
allelized the computation using MPICH2 (Message Passing Interface based on
Chameleon portability system). The domain was divided between the processes
in a straightforward way. We split the domain with a family of equidistant planes,
normal to the Z axis, according to the number of cores used. Fig. 3.5 shows an
example of the domain division proposed for the code parallelization.

In parallel computation the communication among processes represents a resources-
consuming task. We minimize this communication expense by having each process
to pass to the neighboring one only a slice of the domain (gray voxels in Fig. 3.5).
The communication operations were organized in a ring network ([45]), where we
can find a communication link between the first and last process.
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Figure 3.5. Example of domain division for parallelization. Vox-
els P1, P2,..., are processed in parallel. Voxels common among
processes appear in grey color.

Fig. 6(a) shows a O(N) relation between the size of the domain (number of
elements) and the time (seconds) that takes each iteration. Fig. 6(b) shows how
the time per iteration decreases as the number of processors increases (for a domain
of 4003 voxels).

(a) Time per iteration as a linear function of

domain size.

(b) Time per iteration as function of the num-

ber of processors used.

Figure 3.6. Parallelization

The number of iterations needed for convergence is directly affected for the
domain size and the porosity of the studied material. The upper bound of the
implemented SOR method is O(N/p), where N is the elements number and p the
number of processors used.

3.4. Calculation of permeability (4). From the velocity and pressure field
calculated in the previous section (Sec. 3.3) we calculate ∆p (imposed boundary
condition) and the volume average velocity (Eq. 13).
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(13) um =

∫
Vf
|uz|dv
Vf

The porous media intrinsic permeability is calculated from Darcy’s Law ([46])
(Eq. 14).

(14) ksD =
µum
∆p

4. Results and Discussion

Tab. 5.1 shows a summary of the obtained results for the different materials
studied. It can be seen a comparison between the reference and calculated values
of permeability, showing the accuracy of the method. Tab. 5.1 also shows the
dimension of the domain simulated and the range of porosities in which our method
was proved. For benchmark purposes, we present results for domains smaller than
the largest possible with our method.

Case Ref.
Value

Sample size
[Vox]

φ
∑
Voxels

∑
Vox in
pore
space

Reference
ks [m2]

Calculated
ksD [m2]

Al foam No ref. 400 × 400 ×
400

0.935 64×106 59.87×
106

− 7.8124 ×
10−7

Capillary tube Ref.
[47]

100 × 100 ×
400

0.785 4× 106 3.14 ×
106

9.8175 ×
10−6

9.6316 ×
10−6

Regularly
packed spheres

Ref.
[37]

200 × 200 ×
400

0.414 16×106 6.62 ×
106

1.3955 ×
10−9

1.0867 ×
10−9

No-Regular
packed spheres

Ref.
[40]

400 × 400 ×
600

0.343 96×106 32.92×
106

2.6668 ×
10−10

2.1985 ×
10−10

Fontainebleau
stone

Ref.
[40]

290 × 290 ×
600

0.146 50.46×
106

7.36 ×
106

1.8765 ×
10−12

9.6982 ×
10−12

Table 3.1. Results summary of the analysed materials.

4.1. Aluminium Foam Permeability. The permeability was estimated in a
high porosity medium in a domain of 4003 voxels (256×106 DOF). The results can
be seen in the Tab. 5.1. There is no reference value for this material permeability.
Fig. 3.7 shows the stream lines of the simulated flow through the aluminium foam.

4.2. Flow through a capillary tube. A Stokes flow was simulated through
a capillary tube with ratio length/radius = 4. The estimated permeability, applying
the proposed method, presents an error of 1.89% respect to the analytical solution
(Eq. 15) presented in [47], Fig. 3.8 shows the profile of the velocity in z direction
for the simulated and analytical solution. The numerical results are shown in the
Tab. 5.1.
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Figure 3.7. Aluminium foam domain. Chosen computed streamlines.

(15) ksT =
π

32
r2t

4.3. Regularly packed spheres. Tab. 5.1 shows the estimated permeability
for a regular packed sphere array (ds = 10 mm) with porosity of 0.4139 vs. the
reference value of the permeability calculated with the model proposed Rumpf and
Gupte in [37] (Eq. 16) for spheres of diameter 10 mm. Fig. 3.9 shows the stream
lines for the calculated velocity field.

(16) ksR =
φ5.5

5.6
d2s

4.4. No-Regular packed spheres. We calculate the permeability for the
domain of packed spheres (φ = 0.343) proposed in [40] and compare our results
with the benchmark values given by Andra et al. Fig. 3.10 shows a subdomain of
the no-regular packed spheres, the top shows the magnitude of the velocity field,
and the bottom shows the domain geometry. The calculated and reference values
can be seen in Tab. 5.1.

4.5. Fontainebleau Stone. To prove our method with a low porous mate-
rial, the permeability of the Fontainebleau stone (φ = 0.146) is calculated and
compared with the benchmark value in [40]. Fig. 3.11 shows a subdomain of the
Fontainebleau stone, in the top can be seen the magnitude of the velocity field cal-
culated, and in the bottom of the piece can be seen the geometry. Tab. 5.1 shows
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Figure 3.8. Profile of flow velocity in capillary tube. Comparison
of Poiseuille equation with simulation with different discretizations.

Figure 3.9. Regularly packed spheres domain. Chosen streamlines
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Figure 3.10. Subdomain of irregularly packed spheres. Top:
Magnitude of fluid velocity. Bottom: Geometry.

Figure 3.11. Sub-domain of Fontainebleau Stone. Top: Magni-
tude of fluid velocity. Bottom: Geometry.

the calculated permeability and the reference value.

We found in the calculated velocity field the existence of divergence in the
connection between a pore and pore throat, when the throat diameter is relatively
much smaller than the pore diameter (Fig. 3.12). This kind of connection occurs
mainly in materials with low porosities.
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Figure 3.12. Divergence of velocity field in subdomain of
Fontainebleau stone

In our simulations are applied boundary conditions that assure a viscous regime
in most of the flow domain, but in these specific connections we found that iner-
tial effects are dominant. Even with this error source, we found that the calculated
value of permeability presents a low error respect to the reference value and a solver
that includes inertial forces is not needed.

5. Conclusions and future work

The permeability was estimated for a set of materials which porosities φ ∈
[0.146, 0.935]. A source of error found for the permeability calculations is the exis-
tence of divergence in the velocity field because of the sharp changes in the material
pores diameter and small pore throats relative to the pore size. This is more com-
mon in the materials with low porosity.

Our method demands low computational resources, making possible to calcu-
late large domains in desktop computers connected in parallel, but if needed can
also be employed in a super-computer.

Future work includes the estimation of effective properties of porous materials
such as the tortuosity and the comparison of the proposed method against other
numerical methods such as Lattice-Boltzmann.
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CHAPTER 4

Numerical estimation of carbonate properties
using a digital rock physics workflow
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Numerical estimation of effective properties of porous media is pos-
sible from digitized samples. The image segmentation realized to the
scanned data affect the estimation of the porous media properties. In
this paper is proposed an image segmentation procedure. The method
is applied to a Carbonate digitized sample to calculate p-wave velocity
and permeability.
This research was made on collaboration between the Laboratory of
CAD CAM CAE at Universidad EAFIT, the Institute of Mechanics
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344. NUMERICAL ESTIMATION OF CARBONATE PROPERTIES USING A DIGITAL ROCK PHYSICS WORKFLOW

Abstract. Digital rock physics combines modern imaging with advanced nu-
merical simulations to analyze the physical properties of rocks. In this paper we

suggest a special segmentation procedure which is applied to a carbonate rock

from Switzerland. Starting point is a CT-scan of a specimen of Hauptmuschel-
kalk. The first step applied to the raw image data is a non-local mean filter.

We then apply different thresholds to identify pores and solid phases. Be-

cause we are aware of a non-neglectable amount of unresolved micro-porosity
we also define intermediate phases. Based on this segmentation determine

porosity-dependent values for the p-wave velocity and for the permeability.

The porosity measured in the laboratory is then used to compare our numeri-
cal data with experimental data. We observe a good agreement. Future work

includes an analytic validation to the numerical results of the p-wave velocity
upper bound, employing different filters for the image segmentation and using

data with higher resolution.

1. Introduction

Three-dimensional (3D) information on rock micro-structures is important for
better understanding physical phenomena as well as for rock characterization at
the micro-scale ([48]). The most common non-destructive 3D imaging method for
earth sciences is X-ray computed tomography (CT). A common problem, however,
is a clear trade-off between sample size and resolution. For each material sample,
it has to be clarified if the chosen sample size is representative for the physical
property to be computed. In addition to a purely geometrical characterization of
the material, the digitized samples allow to calculate effective physical properties
of the porous material like elastic parameters, permeability, electric conductivity,
etc. However an accurate result of the estimated properties is dependent on factors
such as the digitization resolution and the ratio domain size vs. pore size. This last
factor must be large enough to make the calculation indifferent to the domain size.
We analyze how the image segmentation, realized to obtain the geometry from the
scanned data, can also affect the numerical estimation of porous media properties.

In this paper we investigate a dry carbonate specimen (Hauptmuschelkalk) that
originate from a core drilled in northern Switzerland. The corresponding CT-image
raw-data is taken from [48]. The voxel size is 0.38µm3. Experimental results indi-
cate a porosity of 4.2%, a permeability of 4× 10−4mD and a p-wave velocity from
5100 m/s (0 MPa confining pressure) to 6100 m/s (150 MPa confining pressure).

We conduct segmentations of the Hauptmuschelkalk CT-scan with varying pa-
rameters and calculate the corresponding material geometries and the porosity of
the medium. We then simulate elastic wave propagation in the porous medium to
estimate segmentation-related effective elastic properties. In addition we determine
the intrinsic permeability of the porous medium. Finally we discuss our results with
respect to laboratory results.

2. Image segmentation

The first step in the Hauptmuschelkalk image segmentation process is to ap-
ply a 3D non-local mean filter in 3D to the Hauptmuschelkalk sample. This 3D
filter takes significantly more resources than the 2D filter, but allows the avoidance
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Figure 4.1. Image segmentation. Left: X-Ray absorption vs.
voxel count. Right: Slice of mapped X-ray absorption index.

of spurious artifacts. The image segmentation is accomplished with the software
Avizo.

Based on the curve shown in Figure 1 we define 8 segments enumerated from 0
to 7 (0 = porous phase, 7 = solid phase). From 6 to 1 the certainty of representing
the solid phase decreases.

Figure 4.1 shows a slice normal to the Z axis of a sample subdomain. The X-ray
absorption value is mapped into the voxels. We define up to 7 geometries, defining
pore space and solid according to the X-ray absorption index. As an example, for
the geometry named ’7-6’ the voxels with index absorption equal to 7 and 6 are
considered solid, and voxels with a different index are considered pore space.

3. Subsample selection

The size of the original sample of Hauptmuschelkalk is 1600 × 1600 × 1600
voxels. For simulation purposes we divide the sample in 64 subdomains of 400 ×
400×400 voxels. We then select statistically the most representative subdomain for
our simulations. We estimate the porosity for the 7 geometries of the subdomain.
The porosities of every sample are normalized, and the variance calculated for each
subdomain. We finally chose the subdomain with the lowest variance.

4. Elastic Moduli

To obtain effective p-wave velocities of the digitized rock sample we use a tech-
nique described in detail in [49]. The basic idea of this approach is to study speeds
of elastic waves through heterogeneous materials in the long wavelength limit (pore
size � wavelength). The RSG FD algorithm ([22]) is used for dynamic wave prop-
agation measurements. A recent benchmark paper of this and related methods is
given in [40].
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Sample name Porosity P-wave velocity [m/s] Permeability[m2]
7 37.59 4146 -

7-6 25.74 4716 2.447×10−10

7-6-5 14.70 5270 1.4393×10−10

7-6-5-4 2.76 6040 -
7-6-5-4-3 1.64 6142 -

7-6-5-4-3-2 1.20 6184 -
7-6-5-4-3-2-1 0.84 6195 -

Table 4.1. Hauptmuschelkalk sample parameters

5. Permeability

We estimate the intrinsic permeability for the selected sample of Hauptmuschel-
kalk, from the pressure and velocity field calculated with a Stokes flow solver. The
Hauptmuschelkalk presents disconnected pores that do not affect the permeability
values, but can influence the performance of the solver. We realize a geometrical
pre-processing of the sample, where no-connected pores are eliminated. From the
velocity field we calculate volume average of the velocity um. µ is the viscosity
of the fluid, and the pressure difference ∆p is described by boundary conditions.
From the previous values we calculate the permeability ks = (µum)/∆p.

6. Results

Table 4.1 shows a summary of the numeric results. For each set of marked
voxels, we calculate porosity, p-wave velocity and permeability. The permeability
is not calculated in the cases where non- connectivity between input and outlet
planes exists.

In Figure 4.2 (right) we compare our numerical estimates of p-wave velocities
(green and blue dots) with the velocity trend based on the upper Hashin-Shtrikman
bound (solid green line). We apply two, in principal, different ways of assigning
elastic values to the segmented phases illustrated in Figure 4.1. For the green dots
connected with a dashed line we strictly use only two different materials: solid and
vacuum. The porosity is always increased by assigning one complete intermediate
phase more (6 to 1) to the pore space. For the blue dots connected with the dashed
line we vary the porosity by assigning to phase 1-6 effective elastic properties based
on the trend given by the simulations using two single phases only.

There are two important observations. The two-phase trend (dashed line with
green dots) seems to be an upper bound for the p-wave velocity. This data-driven
upper bound is much stricter as the bound given by Hashin-Shtrikman. The trend
given by the blue dots is not a strict lower bound; the shape will depend a lot on the
applied method to determine effective elastic properties for areas which are below
the resolution limit of the used CT-technique.
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Figure 4.2. Left: Effective p-wave velocities for the considered
Hauptmuschelkalk specimen. Green dots connected with a dashed
line: Results for simulations using two different phases: solid and
pores. Blue dots connected with a dashed line: Results for simu-
lations using three different phases: solid, pores, and an interme-
diate phase. The porosity is varied by assigning effective elastic
properties to the intermediate phase. Right: Hauptmuschelkalk
Permeability. Please note: In the permeability plot we display our
results with respect to the connected porosity. The total porosity
is higher (see Table 4.1).

Figure 4.2 (left) shows the permeability values calculated. The porosity values
change from the values exposed in Table 4.1 because we have eliminated the no-
connected pores. This pores do not affect the permeability values, given that no
fluid reaches them.

7. Conclusions and Discussion

With modern imaging techniques, it remains difficult to resolve microstruc-
tures (on submicrometer scale) and image a representative volume at the same
time, which is essential to understand the elastic properties of rocks. To overcome
this problem, we suggest a careful calibration of DRP estimates with laboratory
data. For carbonate samples it is difficult to estimate the porosity from raw-CT
data. Therefore we use our presented numerical results in an inverse way. We use
the porosity determination from the laboratory (4.2%) and go back to Table 1 and
Figure 2. With the given porosity we can estimate a permeability of 0 mD because
no-connected pore systems can be resolved at this porosity. For the p-wave velocity
we obtain for a porosity of 4.2% a velocity around 5800 m/s. Both results are in a
reasonable agreement with the laboratory data; however, for such a low permeable
rock the resolution of the CT is not sufficient for an exact estimate. Nevertheless,
the suggested workflow in this paper can be applied in general for numerical esti-
mates of mechanical and transport properties of Carbonates.
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Figure 4.3. Workflow diagram to calculate effective properties of Carbonates.
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The hydraulic tortuosity of porous media estimated from the stream-
lines of a flow through the material presents a dependence on the flow
Reynolds number, with a upper limit at low Re and a lower limit at high
Re (resembling a Sigmoid function). This paper proposes a geometrical
method to estimate the lower limit of tortuosity from streamlines cal-
culated at low Reynolds, avoiding the difficulties that present high Re
simulations.
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Abstract. Recent discoveries have found a distinct correlation of effective
properties of porous media to sigmoid functions, where one axis is the Reynolds

number Re and the other is the effective property dependent of Re, Θi =

Si(Re). One of these properties is tortuosity. At very low Re (seepage flow),
there is a characteristic value of the tortuosity, and it is the upper horizontal

asymptote of the sigmoid function. With higher values of Re (transient flow)

the tortuosity value decreases, until a lower asymptote is reached (turbulent
flow).

Estimations of this parameter have been limited to the low Reynolds regime

in the study of porous media. The current state of the art presents different
numerical measurements of tortuosity, such as skeletization, centroid binding,

and arc length of streamlines. These are solutions for the low Re regime. So
far, for high Re, only the arc length of stream lines has been used to calculate

the tortuosity value. This approach involves the simulation of fluid flow in

large domains and high Re, which requires numerous resources, and often
presents convergence problems. In response to this, we propose a geometrical

method to estimate the limit of tortuosity of porous media at Re → ∞, from

the streamlines calculated at low Re limit. We test our method calculating the
tortuosity limits in a fibrous porous media, and comparing the estimated values

with benchmark results. Ongoing work includes the geometric estimation of

different intrinsic properties of porous media.

1. Introduction

Hydraulic tortuosity presents different definitions ([38]). In our case we define
tortuosity as the ratio streamline arclength vs. length of the Representative Volume
Element (RVE) in the flow direction. Simulations on recent investigations ([50])
show that the tortuosity presents an upper plateau for low Re and a lower plateau
for high Re, with a monotonically decreasing connection at middle Re (resembling
a Sigmoid function).

At low Reynolds regimes (Re < 1.0), tortuosity is normally estimated from
CFD simulations or geometrical (e.g. centroid binding, medial axis) methods. High
Re regimes (Re > 103) convergence presents difficulties for CFD, and accordingly,
there are no reports of geometric methods to calculate tortuosity at these limits.
We remark that flows with high inertial forces (at high Re) present streamlines
with lower curvatures. Therefore, we implement a method to eliminate high fre-
quencies (i.e. lower the curvatures) from the low Re streamlines. From the filtered
streamlines, it is possible to estimate the tortuosity, without resorting to high Re
CFD calculations.

2. Methodology

We propose two geometrical methods to estimate the low limit of tortuosity
(high Re) of a porous media, which solid phase is conformed by convex subdomains
(Fig. 5.1), from the streamlines (with coordinates (xi0, y

i
0), 0 ≤ i ≤ n) calculated of

a 2D velocity field describing a low Re flow in Y-axis direction.

2.1. Shooting method. We estimate new streamlines with coordinates (xi1, y
i
1)

from the low Re streamlines: (1) Define seed point (x01, y
0
1) = (x00, y

0
0), (2) define

next point of new streamline xi1 = xi−11 and yi1 = yi0, (3) repeat step (2) until
(xi1, y

i
1) ∈ Ωs or i = n, (4) If (xi1, y

i
1) ∈ Ωs, define xi1 = xi1 + sign(xi0 − xi1), (5)

Repeat step (4) until (xi1, y
i
1) /∈ Ωs and (6) Repeat steps (2)-(5) until i = n
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2.2. Stretching method. We apply a filter to the low Re streamlines with
coordinates (xi0, y

i
0) to obtain the new streamlines (xik, y

i
k) with the lower curvature

possible without overlapping the obstacles: (1) xik = xik−1 +w(
xi−1
k +xi+1

k

2 ), yik = yi0,

with i = 2...n−1. If (xik, y
i
k) ∈ Ωs, then (xik, y

i
k) = (xik−1, yik−1). (2) Repeat step

(1) until k = m where
∑n−1

i=1 |xim − xim−1| < ε

3. Results

Fig. 5.1 shows a subdomain of the fibrous porous media analysed, the low Re
streamlines (blue lines) calculated in ([50]), and the new streamlines (red lines)
after applying the shooting method (Fig. 1(a)) and the stretching method (Fig.
1(b)). The low limit of tortuosity is calculated from the new streamlines.

The data obtained from measuring the tortuosity of each streamline describes a
Gaussian distribution (Fig. 5.2). The blue line describes the Gaussian distribution
of the tortuosity upper limit and the red line of the lower limit. The dashed lines
indicates the reference values of low Re tortuosity (blue) and high Re tortuosity
(red) ([50]).

Tab. 5.1 presents a comparison between the estimated tortuosity and the ref-
erence values. Tortuosity at low Re varies from the reference value due to the
different methods for tortuosity measurement. The shooting method presents an
error of 1.3%, and the stretching method an error of 2.7%.

(a) Shooting method (b) Stretching method

Figure 5.1. Modified streamlines

4. Conclusions and Future Work

We have developed two geometrical methods to estimate the tortuosity lower
limit (high Re). The proposed methods present a low error with respect to the
reference values and are orders of magnitude computational cheaper than CFDs
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(a) Shooting method (b) Stretching method

Figure 5.2. Tortuosity distribution

Reference ([50]) Shooting method Stretching method
τ low Re 1.1696 1.165 1.165
τ high Re 1.1051 1.090 1.075

Table 5.1. Results of tortuosity estimation.

simulations.

Future work includes the mapping of geometrical parameters of the streamlines
into Re number at the transition zone.



CHAPTER 6

Response to Reviewers Observations

1. Geometrical and numerical modeling for porous media wave
propagation

Tables 6.1 and 6.2 show the response to the observations that reviewers made
on the article ”Geometrical and numerical modeling for porous media wave propa-
gation” presented in chapter 1.

Observation Response
More accurate description of the adopted
foam and software must be included.

We complied with this request by adding
in section 3 this text:
In the present case the analyzed porous
material is 10 ppi AlSi7Mg foam (Fig.
1.1) by m.pore GmbH. Tab. 1.1 shows the
modelling parameters of the aluminum
foam.

The style of the rest of the paper seems
not to be consistent with the declaration
of the type of the paper (an industrial and
application paper).

We have addressed the observation of the
Reviewer. We have explicated the indus-
trial application of our manuscript by in-
tervening the Sections 1 and 3.

In the figures units must be specified. We have added the units to the figures
3(a), 7(b) and 9(b).

Table 6.1. Response to reviewers observations to article ”Geo-
metrical and numerical modeling for porous media wave propaga-
tion”. Part I
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Observation Response
The theoretical bases are introduced by
a huge formalism (more appropriate for
a research paper) that unfortunately does
not help to explain its practical use and
limits according to the specific application

We have indeed the intention of writing
an applied research article. To make it
accessible, we have added an explanation
about the practical use and limitations of
our approach in sections 1 and 3.
”In this article we implement and apply
several geometrical processing methods to
represent solids from industrial micro CT
scans of porous materials. The differ-
ent representations of the material (vox-
els, slices contours, triangular meshes and
parametric surfaces), allows simulations
in the middle steps of the process.
We can also manage the porous media
information with a lower memory usage.
Finally with the parametric surfaces of
the material, is possible the use of robust
commercial CAE software that can not
manage voxel-based information.

According to my experience the paper
covers a difficult topic that involves many
research areas (reverse engineering of cel-
lular structure from 2D scan, FEM mod-
eling and simulation). The state of the
art clearly explains the reverse engineer-
ing topics. It is less complete for the sim-
ulation part.

We have addressed the observation of the
Reviewer by focusing on the topic of the
paper, which is a complex geometrical
manipulation of CT-Data into a smooth-
surface representation. In addition, the
State of the Art in simulation was com-
plemented with the articles [26], [22], [23],
[25] and [24].

Many details of the works that concern
the general applicability of the results are
not clear to me (e.g. what is the height of
the simulated foam sample?).

The reviewer is right. Because the numer-
ical simulations are computationally pro-
hibitive, existing literature addresses very
limited scopes. Our research seeks to con-
tribute in easing this limitation.
We have addressed the observation of the
Reviewer by complementing the Results
section (Sec. 4) with details about the
simulation. Fig. 7(a) shows the simula-
tion setup and the axis on Fig. 7(b) indi-
cates the scale of the simulation.

No information is given in term of en-
try data hypothesis, algorithm complex-
ity, treatment time or precision perfor-
mance for the proposed approach

We have addressed the Reviewer’s obser-
vation by citing the papers ([26], [22], [23],
[25] , [24]) with the simulation State of the
Art, where this point is addressed.

Table 6.2. Response to reviewers observations to article ”Geo-
metrical and numerical modeling for porous media wave propaga-
tion”. Part II
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2. Estimation of large domain Al foam permeability by Finite
Difference methods

Table 6.3 presents the response to the observations of the reviewers to the paper
”Estimation of large domain Al foam permeability by Finite Difference methods”
presented in chapter 2.

Observation Response
In the figures units must be specified Units were added to the figure 2.1.
Write the method in form of step se-
quence.

The following text was added:
” (I) Discretization of equations (3) and
(5) on a staggered grid by using a 2nd
order FD method with periodic bound-
ary conditions for velocity in the inlet
and outlet of the channel (Fig. 2.1).
(II) Solution of the resulting equation
system with the iterative Gauss-Seidel
scheme. The Gauss-Seidel method does
not require to store a coefficient ma-
trix. (III) Calculation of the volume
averaged velocity um from the velocity
field computed in step 2. (IV) Estima-
tion of the medium permeability with
Darcy’s law (Eq. 14)”

Use active voice as possible. Some sentences were modified to use ac-
tive voice, e.g. :
”Figure 2(b) shows the velocity in Z di-
rection on plane YZ at x= 12mm. ”

Modify permeability and porosity
nomenclature.

The permeability nomenclature KD

was replaced by ksD. The porosity
nomenclature ε was replaced by φ.

Setup the velocity in figure 2.1 in ei-
ther vertical positive direction of to-
wards the reader.

The velocity direction in figure 2.1 was
modified to vertical positive direction.

Explain the use of the domain in figure
2(a), if there are much more realistic
geometries.

The following text was added:
”The method was validated with a reg-
ular packed sphere case in 3D (Fig.
2(a)) whose permeability can be calcu-
lated with the Carman-Kozeny model
proposed in [36].”

Table 6.3. Response to reviewers observations to article ”Esti-
mation of large domain Al foam permeability by Finite Difference
methods”. Part I
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Observation Response
Change ’Equation’ for ’Eq.’. Make it
consistent all over the paper.

The references to equations were re-
placed by ’Eq.’, e.g., ”Estimation of the
medium permeability with Darcy’s law
(Eq. 14)”

Add dimensions in ’mm’ to the figure
2.1 caption.

The text ”(24mm × 24mm × 24mm)”
was added to the caption of figure 2.1.

Table 6.4. Response to reviewers observations to article ”Esti-
mation of large domain Al foam permeability by Finite Difference
methods”. Part II.
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3. Finite difference estimation of permeability in large domains in a
wide porosity range

Table 6.5 shows the response to the observations of the reviewers to the paper
”Finite difference estimation of permeability in large domains in a wide porosity
range” presented in chapter 3.

Observation Response
Add figure with task-block describing
the proposed workflow.

The figure 3.1 was added to describe the
workflow.

Illustrate completly the geometric sce-
nario of the physical problem

The figure 3.3 was added describing the
domains and the problem set-up.

Illustrate the parallelization procedure. The figure 3.5 was added to describe the
domain division in the parallel solver.

Include results for different discretiza-
tions of capillary tube in figure 3.8 to
compare the method performance with
different grids.

The results obtained with coarser grids
of the capillary tube were added to the
figure 3.8.

Include more information about the
proposed parallelization

The following text was added about the
parallelization:
”Given the advantage of using dis-
tributed memory in our problem,
we parallelized the computation using
MPICH2 (Message Passing Interface
based on Chameleon portability sys-
tem). The domain was divided be-
tween the processes in a straightforward
way. We split the domain with a family
of equidistant planes, normal to the Z
axis, according to the number of cores
used. Fig. 3.5 shows an example of the
domain division proposed for the code
parallelization.
In parallel computation the commu-
nication among processes represents a
resources-consuming task. We mini-
mize this communication expense by
having each process to pass to the
neighboring one only a slice of the do-
main (gray voxels in Fig. 3.5). The
communication operations were orga-
nized in a ring network ([45]), where we
can find a communication link between
the first and last process.”

Table 6.5. Response to reviewers observations to article ”Finite
difference estimation of permeability in large domains in a wide
porosity range”
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4. Numerical estimation of carbonate properties using a digital rock
physics workflow

Table 6.6 shows the response to the observations of the reviewers to the paper
”Numerical estimation of carbonate properties using a digital rock physics work-
flow” presented in chapter 4.

Observation Response
Add figure with Task-Block describing
the workflow.

The figure 4.3 was added to explain the
proposed workflow to calculate effective
properties of Carbonates

Express clearly the characteristics of
the analysed sample.

The following text was added to de-
scribe the material sample:
”In this paper we investigate a dry car-
bonate specimen (Hauptmuschelkalk)
that originate from a core drilled in
northern Switzerland. The correspond-
ing CT-image raw-data is taken from
[48]. The voxel size is 0.38µm3. Ex-
perimental results indicate a porosity
of 4.2%, a permeability of 4× 10−4mD
and a p-wave velocity from 5100 m/s (0
MPa confining pressure) to 6100 m/s
(150 MPa confining pressure).”

Table 6.6. Response to reviewers observations to article ”Numer-
ical estimation of carbonate properties using a digital rock physics
workflow”
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5. Determining the limits of geometrical tortuosity from seepage flow
calculation in porous media

Table 6.7 shows the response to the observations of the reviewers to the paper
”Determining the limits of geometrical tortuosity from seepage flow calculation in
porous media” presented in chapter 5.

Observation Response
Express clearly the necessary initial
conditions for the proposed methods.

The following text was added to explain
the initial conditions of the problem:
”...which solid phase is conformed by
convex subdomains (Fig. 5.1), from the
streamlines (with coordinates (xi0, y

i
0),

0 ≤ i ≤ n) calculated of a 2D velocity
field describing a low Re flow in Y-axis
direction.”

The proposed methods must be ex-
pressed in a formal discourse and must
be un-ambiguous.

The text in the methodology section
was modified:
”We estimate new streamlines with
coordinates (xi1, y

i
1) from the low Re

streamlines: (1) Define seed point
(x01, y

0
1) = (x00, y

0
0), (2) define next point

of new streamline xi1 = xi−11 and yi1 =
yi0, (3) repeat step (2) until (xi1, y

i
1) ∈

Ωs or i = n, (4) If (xi1, y
i
1) ∈ Ωs, define

xi1 = xi1+sign(xi0−xi1), (5) Repeat step
(4) until (xi1, y

i
1) /∈ Ωs and (6) Repeat

steps (2)-(5) until i = n”
Specify how the results in the figure 5.2
were calculated.

The following text was added to explain
the figure:
”The data obtained from measuring the
tortuosity of each streamline describes
a Gaussian distribution (Fig. 5.2). The
blue line describes the Gaussian distri-
bution of the tortuosity upper limit and
the red line of the lower limit. The
dashed lines indicates the reference val-
ues of low Re tortuosity (blue) and high
Re tortuosity (red) ([50]).”

Table 6.7. Response to reviewers observations to article ”Deter-
mining the limits of geometrical tortuosity from seepage flow cal-
culation in porous media”





Conclusions

This work presents different methods to estimate effective properties of porous
materials, such as permeability, porosity, tortuosity and compressional and shear
moduli. The numerical methodologies are also exposed here.

A workflow was proposed to obtain parametric surfaces (compatible with CAE
commercial packages) from micro CT-data, including the intermediate steps of vox-
els, plane-wise contours and triangular mesh. The geometrical results were vali-
dated with a simulation of wave propagation and calculation of geometrical proper-
ties of the medium. The proposed workflow produces a geometrical representation
that facilitates the analysis of any porous media structure. The resulting geometri-
cal representation is generated in widely used computational formats, which allow
the collaboration between different research groups.

A parallel Finite Difference solver was implemented to simulate a Stokes flow
through domains large enough to be representative of a porous material’s micro-
structure (geometrically represented with voxels), which was not possible with a
desktop computer using commercial packages due to computational memory re-
quirements. From the pressure and velocity fields calculated, it was possible to
estimate the material permeability using Darcy’s Law. The method was applied to
porous materials with porosities in the range of [0.146 − 0.934]. The results were
validated with benchmark references.

An image segmentation procedure is proposed to overcome the difficulties in-
volved in resolving a carbonate microstructure. A workflow was implemented for
estimating the permeability, porosity and the effective wave velocities in carbonates
from a CT scanned sample. It was possible to find an adjusted Hashin-Shtrikman
upper bound.

A geometrical method was proposed to estimate the tortuosity limits for a fi-
brous porous medium from the Stokes flow streamlines. With the proposed method
it is possible to calculate the low limit of tortuosity without simulating the flow at
high Reynolds.
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