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Introduction

The integration of computer based tools and systems to the workflow of several med-
ical procedures has allowed the doctors to obtain valuable information for the diagnosis
stage and to enhance their capabilities during the interventional procedures. These new
solutions based on geometric modeling, computer vision and robotics, among others, ease
the identification and extraction of information of the anatomical structures of interest and
help the doctors to perform safer interventions, improving the outcomes of the different
treatments.

Image guided surgery constitutes one of the fields where all of the mentioned tech-
nologies can be merged. After the medical imaging stage (e.g. ultrasound, CT, MRI), the
organs and other anatomical structures can be reconstructed, providing a 3D model of the
patient, which is used to identify the regions of interest and to plan the surgery. During the
intervention, these preoperative models can be merged with real images of the patient, ob-
tained for example by endoscopic video or ultrasound, using augmented reality techniques,
helping the surgeon to locate the targets of the surgery. Depending on the surgical proce-
dure, robotic systems can perform a series of autonomous tasks based on the preoperative
plan. In other cases, the surgeon performs the intervention using a telerobotic platform that
directly handles the surgical instruments and receives the movement commands from the
surgeon through haptic devices. Additional force signals can be provided to the surgeon
through the haptic device during the robotic surgery, in order to help him following a de-
fined trajectory or to avoid undesired contacts with critical structures.

Several concepts and methods that help to solve the challenges involved in the dif-
ferent stages of image guided surgery are based on the field of computational geometry.
Computational geometry is the study of algorithms and data structures for the solution of
problems that can be stated in terms of geometry. The devised solutions presented in this
work involve several elements of combinational, numerical and stochastic computational
geometry.

The structure of this work consists on a compilation of developments performed at
the CAD CAM CAE Laboratory of Universidad EAFIT (Medellin, Colombia) and VI-
COMTech research center (Donostia - San Sebastian, Spain). In this way, each one of the
mentioned applications constitutes a chapter of this document. Each development con-
tributes to some of the methods and algorithms that are implemented to undertake the
medical tasks described previously.

Chapter 1 is a literature review of the state of the art of medical interventional teler-
obotic platforms with force feedback. This was motivated by the development of a teler-
obotic system, with force feedback capability at VICOMTech institute, given that there

xi



xii INTRODUCTION

are not commercial telesurgical systems that implement this feature. The results of this
research have been used as guidelines for the architecture, control and implementation of
such telerobotic platform. This article gives an overview of the main challenges involved
in the areas of force measurement and estimation, master and slave robot desing, hap-
tic rendering and bilateral control. Also, a taxonomy of the recent developed telerobotic
platforms is presented. Although the computational geometry concepts involved in imple-
menting such platforms are not discussed in this review, several of them are closely related
and are neccesary to understand how these systems work. In robotics, the forward and
inverse kinematics are solved using geometric relationships, modelling the robot’s links as
rigid bodies subjected to geometric constrains. For the motion planning problem, splines
are widely used to model the motion in joint-space and task-space, pursuing the velocity
and acceleration continuity during the motion. In master-slave systems, geometric trans-
formations are used to stablish the desired position and orientation of the slave robot, as
well as for the implementation of motion scaling. When the master console is able to
provide haptic feedback, virtual forces can be generated in order to improve the system
performance. To generate these virtual forces collision detection and force response algo-
rithms are used. These algorithms are based on the geometric properties of the collided
objects. In this way, numeric as well as combinational computational geometric concepts
are present here.

Chapter 2 describes an image dataset and evaluation framework to assess the perfor-
mance of keypoint extraction and feature descriptor matching algorithms. The need for
normalized data and protocols to perform such evaluations motivated this development at
VICOMTech institute. The mentioned algorithms play a key role in several domains, such
as 3D reconstruction, object recognition, camera tracking and augmented reality. This
techniques are mainly implemented during surgery for processes such as patient registra-
tion, endoscope automatic positioning and visual servoing, among others. Central to the
process of generating an image dataset for the assesment of keypoint extractors mecha-
nisims is the concept of geometric transformations. In this case, the generated images are
related by an homography, which constitutes the groud-truth data to permorm the evalua-
tions of the different algorithms. For this application, the positioning of the camera was
performed using a robotic arm, which also involves the use of geometric transformations
to define the camera trajectory in task-space. The geometric transformations field is part
of the combinational computational geometry area.

Chapter 3 shows an application that deals with the problem of curve reconstruction
from noisy point samples using parametric curves. The lack of a formal characteriza-
tion and a sensitivity analysis of this problem from the mathematical optimization per-
spective motivated this work at CAD CAM CAE Laboratory of the Universidad EAFIT.
The mentioned application is needed for surface reconstruction in many fields, including
the processing of medical images, which is of prime importance for the surgery planning
stage. As part of the results of this research, an optimized curve fitting method is pro-
vided. The outcomes of the sensitivity analysis allowed determining how the parameters
involved in the optimization problem affect the results. Since the curves are reconstructed
using B-splines, this geometric modeling application, involves the numeric computational
geometry subfield. Also, this problem requires the application of combinatorial geometry,
for example, to solve the problem of finding the minimum distance between the curve and
cloud points.



CHAPTER 1

State-of-the-Art in medical interventional teleoperated
robotic systems with force feedback

CONTEXT: A project to develop a telerobotic system, with force feedback capability,
which is to be used in several medical applications is being developed at VICOMTech
institute. As an initial stage of these development, a deep literature review of the state
of the art of medical telerobotic platforms was conducted. These survey was focused on
interventional systems with force feedaback, which offer several benefits over platforms
that only provide visual cues. The results of this research have been used as guidelines
for the architecture, control and implementation of the telerobotic platform. This paper
includes material obtained by the technical advances in the mentioned project to explain
some of the concepts presented in the survey.

This work has been founded by Universidad EAFIT, the Colombian Council of Re-
search and Technology (COLCIENCIAS) and VICOMTech Institute. Camilo Cortes, re-
search assistant under my direction in the CAD CAM CAE Laboratory, conducted this
research and programmed the required algorithms for the project. The contributions of this
work have been submmited to The International Journal of Medical Robotics and Com-
puter Assisted Surgery and are pending for publication.
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2 1. STATE-OF-THE-ART IN MEDICAL TELEROBOTIC SYSTEMS WITH FORCE FEEDBACK

ABSTRACT. Background Telesurgical systems enhance surgeon’s capabilities, providing
high positioning accuracy and dexterity. The integration of haptic feedback into these
systems increases the procedure’s safety, helping to prevent errors. However, there are
currently no commercial systems that implement this feature.

Methods Recent advances in the implementation of force feedback in teleoperated
systems for several interventional medical procedures are presented. Additionally, the
fields of contact force measurement and estimation, bilateral control, and master and slave
devices’ design and control are reviewed.

Results Significant progress in integrating force feedback has been made. This has
been achieved using control algorithms that improve the system’s transparency and stabil-
ity. Force sensors or estimation techniques are used to quantify the tool-tissue interaction.

Conclusion Commercial telesurgical systems with force feedback should be avail-
able in the near future. It is expected that the development of new robotic manipulators
and bilateral control schemes continues, giving assistance to a wider spectrum of medical
procedures.

Keywords: Robotic Surgery, Haptic Feedback, Master-Slave Systems, Teleoperation

Glossary

Telepresence Impression of being present at a remote location.
Teleoperation Operation of a machine at a distance.
Transparency Level of telepresence achieved by a teleoperated system.
Impedance Measure of opposition to motion of a structure subjected

to a force.
DOF Degrees of freedom.
MRI Magnetic resonance imaging.
MIS Minimally invasive surgery.
Haptic Refers to all touch and touch-related capabilities .
RF Radio frequency.
AR Augmented reality.
ch Channel

1. Introduction

Robotic teleoperated systems enhance the surgeon capabilities, providing high positioning ac-
curacy, dexterity, repeatability and stability [1, 2]. As can be observed in figure 1.1, a telesurgical
system with force feedback capability consists of a human operator (surgeon), a master device, a
communication channel, a bilateral controller, a slave manipulator and a remote environment (pa-
tient) [3]. The master device captures the surgeon’s movement commands. The bilateral controller
implements a particular interaction scheme between the master and slave devices, exchanging posi-
tion, orientation and force information through the communication channels. Note that a significant
time delay in the communications may be introduced by the communication channel. The slave ma-
nipulator executes the surgeon’s commands, and its attached force sensor sends information about
the contact force that result from its interaction with the remote environment. This force is reflected
to the surgeon through the master console.

The daVinci Surgical System (Intuitive Surgical, Inc., Sunnyvale, USA) is the most used robotic
telesurgical platform on the market, which is designed to perform minimally invasive surgeries. With
four robotic arms the daVinci is able to manipulate three surgical instruments and an endoscope,
implementing features such as motion miniaturization and tremor filtering. The surgical instruments,
called EndoWrist (also provided by Intuitive Surgical), offer high manipulability, providing 7-DOF
each. A dual-channel endoscope is used to obtain high-quality stereoscopic vision, allowing a better
spatial orientation for the surgeon [4]. The main drawbacks of the daVinci are:

(1) Elevated system and instrument’s costs [5].
(2) Bulky system’s size.
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(3) The absence of algorithms to avoid collisions among its arms.
(4) The lack of haptic feedback for soft-tissue interactions [1].

Although high-quality visual feedback is provided by telesurgical systems such as the daVinci,
providing feedback for other senses, such as the touch, is challenging and there are currently no
commercial systems that implement this feature [6,7].

Haptic perception involves tactile and kinesthetic (force) information [8]. This information is
critical to successfully perform many medical procedures, such as tissue palpation and tumor local-
ization, needle insertion, suture quality verification and tying, among others [9,10]. Furthermore, the
lack of haptic feedback can lead to tissue damage, which comprises the patient safety [3]. Results
of experimental medical tasks with teleoperated systems report a high reduction in the magnitude of
peak and average forces that are exerted by the surgeon when force feedback is available [10–12].

Haptic feedback is also necessary to achieve telepresence, so the operator can perform a series
of tasks in a comfortable and intuitive way, feeling present at the remote environment. Telepresence
is the ultimate goal of telerobotic systems and requires to provide feedback for all human senses,
while keeping all human motion abilities enabled [13]. The performance of a telerobotic system is
measured by its transparency, which refers to the level of telepresence achieved by the system [14].
For bilateral-teleoperated systems transparency depends on how accurately the interaction force,
between the slave device and the environment, is being reflected to the human operator through the
master device [14]. Impedance tracking between the master and slave systems constitutes the goal
of transparent bilateral teleoperation systems [15].

This paper reviews the recent advances in force feedback-enabled teleoperated systems for sev-
eral interventional medical procedures. Active research is being mainly focused on contact force
measurement/estimation, bilateral control schemes and master and slave devices design. A brief
introduction to the challenges involved in each of these fields is presented next.

Master 
Device

Bilateral 
Control

Motion
Commands

Force 
feedback

Motion 
information

Force 
Commands

Force 
information

Motion 
Commands

Tool-tissue
Interaction

Tool-tissue
interaction

force

Slave 
Device

Communi
-cations

Communi
-cations

FIGURE 1.1. General scheme of a telesurgical system with force feedback.

1.1. Haptic devices. Haptic devices are used in telesurgical systems to allow the surgeon to
command the maneuvers of the slave manipulators using his hands. These mechatronic interfaces
are able to exert forces to the surgeon hands, which enables a bilateral exchange of information
during the operation of the telerobotic system. This is achieved with the integration of sensors to
measure the position of its joints and actuators that allow them to provide force feedback in several
DOF. Note that from the point of view of its mechanical design, it is challenging to offer an accurate
force reflection and a comfortable operation (ergonomy). Friction, inertia and backlash affect directly
the quality and accuracy of force reflection; they must be kept as low as possible to ensure a proper
performance [9]. The quality of the force reflection also depends on the performance of the device’s
controller. The controller design is complex because a fast response and a stable behavior are needed
simultaneously. Salisbury et al. in [16] provides a deep discussion of the concepts and challenges
involved in haptic rendering, while some of the basics are presented here.

The force feedback that is provided to the surgeon through the haptic device can include, in ad-
dition to information of real interactions (e.g. tool-tissue contact force), computer-generated forces.
These virtual forces, also known as virtual fixtures, help to improve the operation of telerobotic
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systems providing different modalities of force feedback [17]. Virtual fixtures can be classified as
Guidance Virtual Fixtures (GVF) or Forbidden-Region Virtual Fixtures (FRVF) [7]. GVF help the
surgeon to perform a movement along a defined path, while FRVF prevent the surgeon accessing a
specific region of interest [18].

Figure 1.2 shows the simulation of a telerobotic system in which the surgeon commands the
movements of a virtual robot through a haptic device. This application shows an example of a FRVF
implementation, which acts like a wall in the world’s XZ plane, limiting the surgeon’s workspace
along the world’s Y-axis. An avatar is used in the virtual environment to represent the haptic device,
whose geometry, in this case, corresponds to the tool that is manipulated by the slave robot. In
this commanding scheme the robot controller sets the position of its joints such that its end-effector
matches the position and orientation of the haptic device’s avatar. For the haptic rendering of the
objects that act as FRVF a collision-detection and a force-response algorithm are needed [16], which
are briefly described next.

(1) Collision-detection: This algorithm detects if collisions between the avatar and other ob-
jects of the virtual scene take place. Examples of widely used techniques to perform this
task are bounding volume hierarchies and spatial partitioning approaches [19].

(2) Force-response: Once a collision is detected this algorithm calculates the force that results
from the interaction of the avatar and the collided object. Currently rigid and compliant
interactions can be computed and additionally surface properties, such as texture and
friction, are recreated in the pursuit to improve realism. Note that the complexity of
calculation increases as more DOF are considered in the avatar-object interaction. For
example, the result of a 3-DOF interaction corresponds to a force with three components,
while a 6-DOF interaction includes additionally three components of torque [16].

Summarizing, in the FRVF implementation a contact force will be calculated and delivered to
the surgeon when the haptic device’s avatar touches the virtual fixture. In this way, neither the haptic
device’s stylus nor the robot’s end-effector can move beyond the virtual wall. Figure 2(b) shows
the position of the robot’s end-effector while figure 2(c) displays the X, Y and Z components of the
force that was transmitted to the surgeon. The development presented in [7] by Yamamoto et al.
is an interesting approach that demonstrates how AR and virtual fixtures can improve telesurgical
platforms. In their research AR is complemented by displaying material properties of the organs and
FRVF are used to encapsulate anatomical structures, avoiding the direct contact with them.

Commercial haptic devices such as Omega and Sigma (Force Dimension, Nyon, Switzerland)
(see [20,21]), PHAMTOM (SensAble Technologies, Inc., Woburn, USA) (see [6,22–24]) and Novint
Falcon (Novint Technologies, Inc., Albuquerque, USA) (see [25]) have been widely implemented in
various non-commercial medical telerobotic systems. However, several researchers have developed
custom devices, providing consoles with a similar appearance to surgical instruments and able to
measure position/orientation and reflect forces in the DOF that are available in a particular proce-
dure (see [9, 26]). Other authors have developed devices that have similar kinematics to the slave
manipulators, so they are able to command the movement of the slave manipulator’s joints individ-
ually (see [27, 28]). Figure 1.3 shows an example of a custom device for endoscopic surgery and a
commercial haptic device used in telesurgical applications.

1.2. Force measurement and estimation. One of the main challenges in providing force feed-
back is the measurement of the contact force of the robot’s end-effector with the patient’s tissue.
Space constraints, sterility requirements, proper placement of the sensing element and costs are the
main aspects to assess when integrating force/torque sensors to surgical instruments (slave robot’s
tool) [29].

For MIS procedures the fulfillment of these requirements is particularly difficult due to the
nature of these techniques. Puangmali et al. in [30] discuss the design considerations of installing
force and tactile sensors to MIS surgical instruments, introducing also a review of the recent advances
in sensing technologies and methods. Figure 1.4 shows a sensorized surgical instrument developed
by the German Aerospace Center (DLR).
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(a) Interaction of a simulated robot with a
FRVR. Courtesy of Vicomtech-IK4 eHealth
and Biomedical application laboratory.

(b) Graphic representation of a simulated
KUKA LWR robot and a FRVF in the XZ
plane.

(c) Robot’s end-effector position vs. time.

FIGURE 1.2. Interaction of a simulated robot with a virtual fixture.
Courtesy of Vicomtech-IK4, eHealth and Biomedical applications lab.

Gripping
motion

Modified PHANToM
device

Roll motion

Fulcrum 
point

(a) Schematic diagram of the haptic interface
developed by Tavakoli et al. in [9].

(b) Omega6 haptic device from Force Dimen-
sion.

FIGURE 1.3. Custom and commercial master devices used in telesurgi-
cal systems.

Other authors have implemented methods to estimate the tool-tissue interaction force, avoiding
the installation of force sensors. Examples of this approach can be found in references [31–33],
which implement different observers to estimate the aforementioned force. Also references [3, 34]
use a function parameter matrix and a recursive least-squares method to perform the force estimation.
Note that the accuracy of the estimation is strongly influenced by the quality of the model of the
manipulator.
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In the implementation of certain bilateral teleoperation schemes the interaction force between
the operator’s hand and the haptic device is required. Since most of the commercial haptic devices
are not equipped with force sensors, this force needs to be estimated. Talasaz et al. [35] estimate the
hand-master device interaction force through the implementation of a force observer.

6 -DOF Force/Torque sensor

Gripper

2-DOF Universal joint

DLR MICA functional end

FIGURE 1.4. Schematic diagram of a DRL surgical instrument
equipped with a six-axis force-torque sensor [30].

1.3. Bilateral control strategies. In many medical applications, unilateral control schemes
that are only based on position tracking between the master and slave devices do not ensure the
procedure to be successful and safe. The integration of force information in the control loop helps
to improve the procedure’s safety, as large forces can be avoided and unexpected objects can be
detected [29]. The 3ch control arquitecture presented by [14], acceleration based control schemes
implemented by references [15,31,33,36] and the hybrid impedance control introduced by [35] are
some of the recent advances in bilateral control, outperforming previous schemes such as position-
position and force-position. Figure 1.5 shows the force-position approach that was assessed by Ta-
lasaz et al. in [35]. For this scheme Fh and Fe are the hand/master and slave/environment interaction
forces. Zh, Ze, Zm and Zs correspond to the operator’s hand, environment, master console and
slave manipulator impedances, representing the dynamic characteristics of each one of these sys-
tems. The position of the master and slave devices are denoted by Xm and Xs. F̃h and F̃e represent
the exogenous input forces exerted by the operator and remote environment, respectively, which are
independent of the system response. Cs is the local proportional-derivative position control of the
slave robot.

Ideally, bilateral control algorithms should provide high transparency and stability. However, it
is difficult to achieve both goals simultaneously. Improving transparency while preserving stability
requires to eliminate the uncertainties of the model and the exact implementation of the control
laws [14, 33]. The complexity of achieving a proper behavior is increased when time delay in the
communication among the different components of the system is present. Several approaches have
been proposed to tackle this problem; most of them are based on the passivity framework [13, 15],
in which stability is guaranteed if each component of the system behaves passive (do not increase
the system’s energy) [21,37]. Zhu et al. in [37] provide a survey of the main control approaches for
bilateral teleoperation with time delay, reviewing the advantages and weaknesses of passivity based,
prediction based and sliding-mode control schemes. One of the new efforts to improve the system
operation performance, under time delay, is presented by Ohnishi et al. [15], which introduce a time
delay compensator based on network disturbance. In opposition to other compensators for variable
time delay, this one does not require the derivation of a time delay model.
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FIGURE 1.5. Force-position bilateral control scheme assessed by
Tavakoli et al. in [14].

Other interesting approaches to provide a safer use of teleoperation systems are presented by
references [38] and [36]. Gaparetto et al. in [38] propose a control strategy that reflects forces to the
surgeon only when this one is grasping the master device. This contributes to maintain the system’s
stability and the patient’s safety, as undesired movement commands are avoided. Kasahara et al.
in [36] present a method for detecting the rupture of tissue in exenteration procedures. The proposed
method estimates the environmental impedance online using a reaction force observer and a recur-
sive least squares algorithm. A drastic change in the environment’s stiffness indicates the rupture
occurrence, which is identified by the proposed algorithm, and therefore, allows the opportune iden-
tification of accidents. Figure 1.6 illustrates the acceleration-based control scheme implemented in
this application. Xres

m and Xres
s correspond to the position response of the master and slave devices.

The estimated force response values for the master and slave robots are denoted by fres
m and fres

s .
The acceleration references produced by the controller are Ẍres

m and Ẍres
s , for the master and slave

devices respectively. Mn is the nominal mass of the master and slave systems. Cp and Cf represent
position and force controllers. Note that the master and slave blocks include a disturbance observer
(DOB) and a reaction force observer (RFOB).

1.4. Slave robots. Current surgical manipulators can be classified as specialized or versatile
devices. Versatile devices are designed to be able to perform several interventional procedures, al-
lowing a flexible setup and various control modes [39]. Most of the versatile robots are based on the
design of industrial manipulators, with one or several redundant joints, providing great positioning
flexibility. Recently a new generation of compact and lightweight robots has been developed. They
are specially equipped with torque sensors to enable a compliant behavior, increasing the operat-
ing room (OR) staff and patient safety. Examples of these robots are the KUKA LWR IV (KUKA
Roboter GmbH, Augsburg, Germany) [40] (see 1.7) and DLR MIRO [39]. The implemented control
modes include, besides the typical position control, cartesian and axis-specific impedance schemes.
Impedance control enables the robot to act like a spring-damper system with adjustable stiffness and
damping parameters. This flexible compliance configuration allows the implementation of a gravity
compensation mode (also known as hands-on mode) in which the operator moves the robot freely
with his hands, as a joint-level torque controller sustains the weight of the robot. A practical appli-
cation of the gravity compensation mode is presented in reference [41], where it is used to ease the
trajectory planning of a laser osteotomy system.

The nature of some procedures imposes constraints that have led to the development of custom
and specialized manipulators. MRI-compatible manipulators are restricted to be built without using
ferro-magnetic and electrically conductive materials because they produce artifacts in the obtained
images [22, 42]. Drives, power transmission, position and force sensors must be carefully designed
and chosen to avoid perturbing the magnetic field, while guarantying proper functionality. Other
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FIGURE 1.6. 4ch bilateral control system based on robust acceleration
control used by Kasahara et al. in [36].

examples of specialized devices are the robots designed for Natural Orifice Transluminal Endoscopic
Surgery (NOTES). For this procedure the slave manipulator should be flexible and narrow, as it is to
be introduced with a flexible endoscope via natural orifices [27]. Phee et al. in [27] implemented a
tendon-sheath actuation mechanism to accomplish these requirements.

FIGURE 1.7. KUKA LWR IV+ lightweight robot embedded to a surgi-
cal bed. Courtesy of Vicomtech-IK4, eHealth and Biomedical applica-
tions lab.

2. Taxonomy

In this paper the conducted taxonomy presents the recent developed teleoperated mechatronic
systems, with force feedback, clustered according to the medical procedure they were designed for.
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2.1. Endoscopic surgery. The endoscopic and laparoscopic procedures offer several benefits
to patients such as less trauma, smaller scars and shorter recovery times [11]. However, these proce-
dures impose great complexity to surgeons because a reduction in the depth perception, dexterity and
haptic feedback take place [10]. Robot-assisted MIS has led to overcome most of the procedure’s
problems, improving dexterity and safety [43–45]. Several developments have been performed to
provide force feedback-capable teleoperation systems for these procedures; a brief review of them is
presented next.

Tanaka et al. in [31] continue their previous work reported in [46], in which Field Programmable
Gate Array (FPGA) chips constitute the core of the hardware used for bilateral control implemen-
tation. The use of FPGA chips allows small sampling periods. In particular, the authors report a
sampling period around 30μs. This fact is decisive in the performance of the implemented bilateral
control strategy, which is based on acceleration control and requires sampling periods as short as
possible. The idea behind this strategy is to achieve position and force control through the control of
a variable that is common to them: acceleration. In this control strategy the interaction force of the
surgical instrument (forceps) with the environment is estimated using a force observer. The control
algorithm is implemented using four FPGA chips. In reference [31] redesigned 7-DOF master and
slave devices that solve the mechanical malfunctions of their previous designs are also presented.

Weede et al. in [20] enhance the robotic platform developed by Mönnich et al. in [41] for
MIS teleoperation tasks.. The system developed at the Karlsruhe Institute of Technology (KIT) is
composed by three industrial robots; two of them for surgical instrument manipulation (KUKA LWR
IV) and the third (Stäubli RX90) handles an endoscopic camera (see figure 1.8). The KUKA robots
are commanded through two haptic devices, delta6 and Omega7, as can be observed in figure 1.9.
The instrument-tissue interaction force estimation is possible due to the integrated force sensors of
the KUKA LWR robot. The system is able to align the endoscopic camera with the instruments’ tips
using information extracted from previous surgeries. The control algorithms are implemented using
Simulink (The MathWorks, Inc., Natick, USA) and Real-time CORBA, which allows performing the
data exchange among the different systems.

FIGURE 1.8. KIT Robotic prototype set-up for MIS implemented by
Weede et al. in [20]. Courtesy of the Karlsruhe Institute of Technology.

Beyl et al. in [47] extended the platform presented by [20] with the integration of virtual fixtures
to the haptic rendering. Here FRVF are used to represent organs or virtual geometrical constraints,
limiting the surgeon’s workspace. The surgeon has the possibility to create the desired FRVF in the
same imaging framework in which the patient’s medical images are displayed. The haptic rendering
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FIGURE 1.9. Graphic user interface and haptic devices of the KIT sur-
gical platform [20]. Courtesy of the Karlsruhe Institute of Technology.

of the virtual fixtures is performed with the C++ open source CHAI3D API. The combination of real
and virtual interaction forces enrich the haptic perception of the surgeon, preventing him accessing
a critical region or avoiding undesired interactions with surrounding organs during the surgical pro-
cedure. The authors also discuss the necessity of informing the surgeon if the current force feedback
comes from a real or a virtual interaction. To achieve this, they superpose a slight vibration to the
forces that result from contact with virtual fixtures.

Hagn et al. in [21] present MiroSurge, a particular configuration of the MIRO Robotic Surgery
Platforms (MRSP). This setup is meant to perform bimanual endoscopic telesurgery, offering the
possibility to implement different robotic configurations, control and interaction modes. The slave
devices are DRL MIRO robots (see [39]), while two Omega7 haptic devices are used as master con-
soles. The instruments are equipped with force sensors that allow to obtain measurements in 7-DOF.
The proposed control strategy is based on a hierarchical layer architecture, allowing bilateral tele-
operation (force-position scheme) with multi-arm coordination, enabling collision avoidance among
the robots (see [48]). The control algorithms are designed using Matlab/Simulink and C/C++ code
is obtained using the Matlab’s Real-Time Workshop. Six computers with QNX Neutrino real-time
operating system (OS) (QNX, Ottawa, Canada) run the compiled code, implementing a distributed
control system using the aRDnet-suite (see [49]). Figure 1.10 illustrates the MRSP robotic setup.

2.1.1. NOTES. A special case of endoscopic surgery is the Natural Orifice Transluminal Endo-
scopic Surgery (NOTES). In this surgical procedure the access to the abdominal cavity is preformed
through transvaginal, transgastric, transvesical or transcolonic routes [50]. Phee et al. in [51] pro-
posed the Master And Slave Transluminal Endoscopic Robot (MASTER), which is a device suited
for NOTES and Endoscopic Submucosal Dissection (ESD). The MASTER is a 7-DOF robot with a
power transmission system that consists of a tendon sheath mechanism. This allows the robot to be
flexible and small, as all the actuators are located outside the manipulator. Initially the MASTER
system did not provide haptic feedback. In order to add force feedback capability to the system,
Yang et al. in [52] developed a method to estimate the force at the robot’s end-effector. Through
the formulation of a mathematical model of the transmission system, the interaction force of the tool
is estimated based on the force measurements at the proximal ends of the sheaths. For this purpose
two load cells were installed for each DOF actuated by two tendon and sheaths. Later, Sun et al.
in [28] proposed some improvements to the system introduced by [52]. They developed a modified
force transmission model, allowing the computation of more accurate force estimations. Also, the
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FIGURE 1.10. Schematic diagram of the DLR MiroSurge robotic sys-
tem presented by Hagn et al. in reference [21].

master console was equipped to be able to provide force feedback and it was redesigned to match
the slave device’s DOF, allowing the surgeon to command the movements of each joint of the slave
robot individually (see figure 1.11). This commanding scheme differs from the one presented by
references [20, 21, 35], which use the position and orientation of the haptic device’s stylus as the
position and orientation set-points of the slave robot’s tool. Note that to achieve these position and
orientation references it is necessary to calculate the slave robot’s inverse kinematics, obtaining the
proper angles for its joints.

2.1.2. Palpation for abnormal tissue localization. The detection of abnormal anatomical struc-
tures through palpation helps the surgeon to localize and establish the boundaries between unhealthy
and healthy tissue during surgical procedures. This task is difficult during traditional MIS due to the
restricted dexterity and reduced haptic feedback [10,53]. Robotic telesurgery can help to overcome
these shortcomings by increasing the manipulability of the instruments and reestablishing the haptic
perception.

Mahvash et al. in [32] used a custom version of the daVinci surgical system for palpation
experiments. The system is controlled through the implementation of a position-position control
scheme with inertia and friction compensators, which improve the system’s transparency. A state
observer is used to estimate the interaction forces with the environment, providing force feedback
without the installation of force sensors on the slave device. Several tests were performed to evaluate
the impact of direct and graphical force feedback modalities; they consisted in localizing stiff objects
placed inside heart and prostate models. Results with the heart model indicated that direct force
feedback improved the localization accuracy in comparison with no force or graphical feedback
modalities. However, outcomes with the prostate model showed no benefit from using direct or
graphical force feedback. Authors suggested that the use of tactile sensors and display could be
more helpful in the latter case given the small change in the stiffness between healthy and unhealthy
tissue in the prostate.

Trejos et al. in [53] present the development of a tactile sensing instrument (TSI) to obtain
pressure distributions during palpation using a commercial PPS TactArray sensor (Pressure Profile
Systems, Inc., Los Angeles, USA). Tumor localization experiments using phantoms were carried out
to evaluate the performance of the TSI, when used manually and also with a robot. Experimental



12 1. STATE-OF-THE-ART IN MEDICAL TELEROBOTIC SYSTEMS WITH FORCE FEEDBACK

Motor actuators

Master device

Slave device

base frame

Open/close
elbow jointTwisting

joint

Grippers

FIGURE 1.11. Schematic diagram of the Master and slave devices de-
signed by Sun et al. in [30] for NOTES.

results showed that the success of the tumor localization greatly depends on the uniformity of the
applied force during exploration.

In accordance with the mentioned conclusions, Talasaz et al. in [35] present a teleoperated
system that combines force and tactile feedback for tumor localization. The pressure distribution
obtained from the tactile feedback is shown to the surgeon as a color contour map, while interaction
forces are reflected to his hand through a haptic device. This data fusion allows the surgeon to control
the exploration force, improving the tumor identification and localization tasks. The teleoperation
system consists of 7-DOF master and slave devices. The master console is a modified Quanser Haptic
Wand (Quanser, Inc., Markham, Canada), while the slave manipulator is a Mitsubishi PA10-7C robot
(Mitsubishi Electric Automation, Inc., Vernon Hills, USA). The TSI presented in [53] is used to
obtain the tactile data and a 6-DOF ATI Gamma force/torque sensor (ATI Industrial Automation,
Inc., Apex, USA), installed at the robot’s wrist, is used to measure the force that results from the
robot’s end-effector and environment interaction. The implementation of a hybrid impedance control
for both the master and slave devices allow a proper performance of the system when the slave
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manipulator is in contact with tissue. This controller generates acceleration references to control
both position and force. The interaction force between the surgeon’s hand and the haptic device is
required for the aforementioned bilateral control implementation. Since no force sensor is installed
on the master device, this data is estimated through a force observer. Simulink was used to design
the control algorithms, and real-time code was obtained using the QuaRc software (also produced by
Quanser).

2.2. Catheterization and Needle insertion. Radio frequency catheter ablation is one of the
medical procedures to threat arrhythmia. It is traditionally performed manually by the surgeon un-
der extensive X-ray exposure for himself and for the patient [54]. Teleoperated systems are being
developed for this procedure in order to improve the catheter positioning and reduce the procedure
time; thus, decreasing the exposure period to X-ray [55]. In the pursuit to provide a haptic-enabled
teleoperated catheter navigation system, Park et al. in [54] present a prototype with custom master
and slave devices. The slave manipulator allows 1-DOF of translation (forward-backward motion),
1-DOF of rotation (turn around the translation axis) and 1-DOF for the catheter tip bending. It has
installed a load cell to measure the interaction force along the catheter translational axis, while force
in the roll joint is estimated from the motor current consumption. The master console is designed to
command the movements of the slave joints individually and is equipped with actuators to provide
force feedback. Joint-level proportional-integral-derivative (PID) controllers are used to achieve po-
sition control in the slave manipulator and force control in the master device. Control algorithms are
programmed in C and run on a PC under RTLinux-Pro real-time OS (Diamond Systems, Mountain
View, USA).

Other medical procedures based on needle insertion require continuous MRI. As mentioned
in section 1.4, providing telerobotic systems with MRI compatibility is a complex task because its
mechatronic design has to fulfill several constraints. The slave manipulator must be compact to fit in
the limited space of the scanner bore. For its mechanical structure, the use of high strength plastics,
carbon fiber, advanced ceramics and no ferrous metals is necessary to avoid magnetic perturbations
[22, 25]. Also, the selection and design of drives and motion transmission systems is challenging
because friction and backlash have to be minimized to achieve a proper positioning. In accordance
with this guideline, long transmission systems must be avoided and alternative motion drives (e.g.
hydraulic and pneumatic actuators) are considered [22].

Advances in providing haptic feedback for these MRI-compatible systems have been reported
recently. Su et al. in [25] present the design of a teleoperation system for prostate brachytherapy. The
master console is a commercial 3-DOF Novint Falcon, while the custom slave device is composed
of a 3-DOF linear platform and a 3-DOF needle driver. A 3-DOF fiber optic force sensor is installed
in the needle driver, allowing the measurement of the needle insertion force. Piezoelectric linear
and rotary motors are used to provide motion of the linear and needle driver stages of the slave
manipulator. These piezoelectric actuators provide several benefits such as a high holding force
when unpowered and the possibility to implement cascade configurations to increase output force
along a desired motion axis. However, commercial hardware for their motion control is expensive.
Figure 1.12 illustrates the developed slave device.

Kokes et al. in [22] present a MRI-compatible teleoperated system prototype for radio frequency
ablation (RFA) of breast tumors. The system implements a commercial PHANTOM haptic device as
the master console and a 1-DOF needle driver as the slave manipulator. With the use of a hydraulic
cylinder the needle driver allows the movement along the needle longitudinal axis. Its position is
measured with an optical linear encoder and the velocity of the actuator can be regulated due to in-
tegration of proportional electrovalves in the hydraulic circuit. A 6-DOF strain gage is installed to
measure the interaction forces/torques of the RFA tool. However, only the force along the transla-
tional axis of the needle driver is forwarded to the haptic device. A PI control scheme is implemented
to perform the position control of the actuator with a 1 kHz sampling frequency. Experimental results
showed a good performance of the position control, while the force feedback allowed the operator
to distinguish between healthy and unhealthy tissue. Although the implemented force sensor was
modified to be MRI-compatible, the magnetic field induced high noise to the measurements in the
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FIGURE 1.12. Schematic diagram of the MRI-compatible slave robot
developed by [25]. The device consists of a 3-DOF linear stage, force
sensor and a 3-DOF needle driver.

force components that are orthogonal to the insertion axis. One of the proposed alternatives to solve
this problem is the use of optical sensing methods.

2.3. Microsurgery. Microsurgical procedures address the intervention of tiny anatomical struc-
tures. This technique is applied in several medical specialties such as otolaryngology, ophthalmol-
ogy, urology, gynecology, neurology and reconstructive plastic surgery among others [56]. These
procedures are typically performed manually by the surgeon, which obtains visual feedback using
a microscope and manipulates special instruments. Robot-assisted microsurgery extends the sur-
geon’s abilities, achieving precise positioning and tremor-free maneuvers, allowing to perform tasks
at sub-millimeter scale [57].

Lang et al. in [58] introduce the neuroArm. This system is developed by the University of
Calgary since 2002, and it is designed to perform neuro-surgical procedures. With two arms of 7-
DOF each, which receive the movement commands through two master devices, this robot is able to
perform microsurgical interventions. The neuroArm is built to be MR-compatible, which is achieved
using titanium and polyetheretherketone for the structure and piezoelectric motors for the motion
system. The manipulators have installed six-axis force/torque sensors for measuring the contact
force exerted by the surgical instruments. The information obtained from the force sensors is used
to provide force feedback (in tree translational DOF) to the surgeon, visually and also through the
master consoles. The surgeon can obtain a rich visual feedback accessing to different information
sources through several displays, including MR-images obtained during the surgery and stereoscopic
video from the microscope. A remarkable achievement of this system is that it has been successfully
used in surgical procedures with humans.

3. Conclusions

Important advances have been achieved in medical experimental teleoperation platforms. In
addition to providing force feedback, functionalities such as multi-arm coordination, automatic en-
doscopic camera positioning, virtual fixtures rendering and visual feedback augmentation are being
developed by several research groups around the world. These features, which are not available in
current commercial telesurgical systems, allow performing a safer intervention, helping the surgeon
to focus on the procedure without worrying about the operation of the system.
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Although recent efforts in providing haptic telesurgical systems mainly implement industrial-
type manipulators, new slave devices are being designed to cover the requirements of other proce-
dures such as NOTES and interventions that require continuous MRI. This enhances the spectrum
of interventions that can be improved with the assistance of robotic manipulators. Also, the devel-
opment of lightweight robots with built-in torque sensors has allowed the implementation of new
interaction modes and control schemes (e.g. hands-on mode and impedance control), which greatly
contribute to make the interaction between robots and humans safer and easier.

Extensive efforts have been invested to integrate force/torque sensors to surgical instruments.
Strain gages are commonly used for most of the applications, while new sensing technologies, such
as optical methods, are being explored to provide MRI-compatible devices. Despite of the advances
in force sensing, the use of force observers to estimate the interaction forces in teleoperated systems
is still common. This fact is mainly caused by the costs involved in the development of technologies
for clinical use.

In the field of bilateral control, new schemes are being introduced to cope with the adverse
effects produced by the presence of time delay in the communications of teleoperated systems. Most
of the proposed strategies to tackle this problem are based on the concept of passivity to perform
the controller design and stability analysis. The development of control theory around this topic is
necessary, as the possibility of executing surgeries where the surgeon and patient are separated by
hundreds of kilometers is to be exploited, and therefore time delay in the communication channel is
significant.

Conflict of interest. None declared.





CHAPTER 2

A New Evaluation Framework and Image Dataset for Key
Point Extraction and Feature Descriptor Matching

CONTEXT: A project to obtain an image dataset and devise an evaluation framework to estab-
lish an assessment methodology for keypoint extraction and feature descriptor matching algorithms,
based on normalized data and protocols, was developed at VICOMTech institute. The mentioned
algorithms play a key role in several domains, such as 3D reconstruction, object recognition, cam-
era tracking and augmented reality. All of these applications have been extensively integrated in
interventional and diagnostic medical procedures and systems.

This work has been founded by Universidad EAFIT, the Colombian Council of Research and
Technology (COLCIENCIAS) and VICOMTech Institute. Camilo Cortes, research assistant under
my direction in the CAD CAM CAE Laboratory, was able to program the application of the devised
methods. The contributions of this work have been submmited to The International Conference on
Computer Vision Theory and Applications (VISAP 2013) and are pending for publication.
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ABSTRACT. Key point extraction and description mechanisms play a crucial role for im-
age matching, where several image points must be accurately identified to robustly estimate
a transformation or recognize an object or a scene. Currently several new mechanisms for
key point extraction and for feature description are emerging, so normalized data and eval-
uation protocols are needed in order to assess them accurately. In response to these needs,
we present a new evaluation framework for measuring different aspects and behaviours of
the state-of-the-art feature point extraction and description mechanisms. In addition, we
also propose a new image dataset and a testing image generator. This evaluation frame-
work and dataset can be useful to help the research community improving their key point
extraction and feature descriptor approaches. Also, the practitioners on computer vision
applications, based on image point matching, can obtain valuable information from this
contribution to select the algorithm that best suit their needs. All proposed material in this
work is freely available on-line.

Keywords: Key point Extraction, Feature Descriptor, Key point Matching, Homography Estimation.

1. Introduction

Interest points extraction and matching is nowadays a common task in many computer vision
based approaches, which are applied in many different domains, such as 3D reconstruction, object
recognition, camera tracking and augmented reality. Key point extraction and description mech-
anisms play a crucial role during image matching processes, where several image points must be
accurately identified to robustly estimate a transformation or recognize an object. Currently there is
an increasing activity in the development of new approaches for key point extraction, description and
matching, trying to get more robust and computationally lightweight approaches. In this way, we
think that normalized data and evaluation protocols are needed in order to assess them accurately.

In this work, we present a new testing framework, an image dataset, and a testing image gener-
ator for the evaluation of the state-of-the-art key point extractors and feature point descriptors. This
appraisal is done by measuring several algorithm features, such as repeatability, accuracy and in-
variance to affine transformations or photometric transformations. Our new proposed testing dataset
comprises both a transformed image generator, that allows generating new images with geometric
and photometric transformations, and a set of real images acquired with different types of sensors
and conditions, showing also variations in both geometric (such as similarities or affinities) and pho-
tometric transformations.

The dataset of real images, the image generator with the evaluation framework form a useful
tool to help in the selection of the proper algorithm to develop computer vision applications based on
image point matching, and to improve or develop new approaches for key point extraction or point
matching.

The paper is structured as follows: section 2 provides a brief description on key point extraction
and feature descriptors and an overview of some evaluation framework and testing datasets. Section
3 describes the proposed framework for feature point descriptor evaluation. Sections 4 and 5 describe
both the proposed acquired real image dataset and transformed image generatorin and finally section
6 gives final remarks and depicts the future work.

2. Related Work

Several computer vision based applications rely on the identification or matching of several discrete
points extracted from the images. Although this is a very common task, depending on the nature of
such applications, the requirements for a specific key point extractor and descriptor may vary. For
example, applications related with self-navigation or simultaneous location and mapping (SLAM)
would require a fast key point extractor algorithm because of its real-time restrictions. On the other
hand, an application for object or image recognition would benefit from more robust or better in-
variant key point extractor; even if this implies a higher computation time. In the context of point
matching, a robust key point can be understood, in general, as a point of the same structure in the
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scene that is able to be extracted and matched even if some types of geometric or photometric trans-
formations occur between different image acquisitions.

In [59] the authors suggest that there are several parameters of a point detector and feature
descriptor that can be measured; they also cite the most relevant ones. However, measuring some of
them, such as the point extractor accuracy, descriptor robustness or invariance needs a normalized
test protocol and test benchmark. In this way, the seminal works of [60] settled the basis for key
point extractor and feature description evaluations. Since then, several new approaches for key point
or region extraction [61] and for feature descriptor [62–65] were tested against their dataset and
evaluated with their corresponding scripts freely available online at ’www.robots.ox.ac.uk/
~vgg/research/affine/index.html’.

In [66] the author proposed an extension of the work of [60] by analyzing key point repeatability
for non-planar scenes, using tri-focal tensor geometric restriction for estimating the ground-truth data
of their own dataset. They found several differences in key points repeatability scores when applied
to non-planar scenes. Recently, [67] proposed a dataset consisting of several videos of surfaces, with
different types of textures and different light conditions, which are used to evaluate key point match-
ing strategies oriented to camera tracking applications. The authors claim that due to restrictions in
the hardware they used to move the camera for the generation of different points of view, they could
not reproduce exactly the same movements every time they changed scene conditions. This implies
that homographies are not the same and may bias the results of the different algorithms. They used 4
markers attached to each picture in order to compute image to image homographies.

Very recently, in [68] the authors tested their new descriptor approach with the known dataset
and evaluation framework of [69]. However, they also tested their descriptor with a non-publicly ac-
cessible approach in computer-vision-talks.com, which is similar to our evaluation frame-
work proposal. This framework allowed the authors to compare the robustness of their descriptor
against different geometric transformation values, in the form of a ratio between correct and wrong
matches. The authors affirm that this approach provides a very useful insight about the tested de-
scriptors.

Our dataset and evaluation framework is based and inspired by the developments of [60]. In
comparison to Mikolajczyk’s approach, our dataset comprises a higher number of images, with
higher resolution and with better controlled conditions.

We also include a set of images obtained with mobile devices. We think that it is important to
consider some features of these devices, such as their low dynamic range, in a testing data. This is
relevant since mobile devices are becoming part of our everyday lives and computer vision applica-
tions are increasing their popularity. To the best of our knowledge, this feature lacks in the available
testing datasets.

In this way, our dataset includes a set of images that can be used to evaluate the robustness of key
point extractors and descriptors approaches against photometric transformations, such as luminance
and chrominance noise addition.

Finally, we also propose a transformed image generator that can be used to provide more testing
images to a given key point or descriptor evaluation.

All proposed material in this work, i.e. images, code and binary executables will be freely
available on-line at ’www.vicomtech.tv/KeyPoints’.

3. Evaluation Framework

We have implemented an evaluation framework based on the one present in the Open Source
Computer Vision Library (OpenCV) [70], derived from the original work of [60]. This framework
uses the class hierarchy implemented in OpenCV that nicely decouples key point extraction from
key point description and descriptor matching. In this way, the user can easily define experiments
by mixing several point extractor with key point descriptors and matchers. Whereas Mikolajczyk’s
work, where the framework is written in Matlab scripting, our approach is written in C++. In the
case of the mentioned Matlab-based evaluation framework, the user needs to generate both a file with
detected key points in a given image, and the corresponding key points descriptors in order to evaluate
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them. The generation of these files can be cumbersome in some contexts, such as development of
commercial computer vision based applications, because the whole solution may not be tested in the
same development platform. We think that our approach helps in the evaluation of future extractor
or descriptor approaches because it can be easily integrated in a development environment, without
the need to export additional data to other platforms. Nevertheless, our approach also supports the
reading of Mikolajczyk file format, allowing the comparison with previous approaches or studies.

FIGURE 2.1. Results of the evaluation of several feature descriptors us-
ing the in-plane rotation.

Figure 2.1 shows partial results of an evaluation conducted using the proposed dataset and eval-
uation framework. In addition to the precision-recall curves proposed by [69], we propose to generate
more informative curves about the performance of different approaches based on the number or per-
centage of correct matches given specific values of the evaluated transformation. For example, Figure
2.1 shows the result of the number of correct matches of several feature descriptors against a dataset
composed of several in-plane rotations of an image. These preliminary results suggest that, for ex-
ample, BRIEF descriptors are not robust against a rotation larger than 35 degrees approximately, or
how SURF approach is more sensitive to orientations like 90, 180 and 270 degrees, possibly due to
discretization effects related with the use of box filters for approximating LoG filtering. In this way,
a better insight of the behaviour of a given approach may be obtained.

3.1. Matching Evaluation. An image formation process is usually represented as in Equation
1 where Xw represents world point, xi represent world points projected in the image. P represents
the projection matrix, described in Equation 2, where K describes the transformation from the cam-
era reference frame to the image reference frame, and [R|t] the composition of a translation and a
rotation transformation between world and camera coordinate systems.

(1) xi = PXw

(2) P = K[R|t]
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When either world points Xw lie on a world plane, or the images are acquired with a rotating
camera around its center of projection, the transformation between image points xi and world points
Xw are related by a 2D linear projective transformation or homography H [71].

As in the dataset proposed in [69], in our proposed dataset all images are related by a 2D
homography HabD . This known transformation is used as ground truth data, allowing to know a
priori where a point xiaD , extracted from image a of dataset D, should be projected in image b of
the same dataset, by using Equation (3).

(3) xjbD = HabDxiaD

Similarly, points extracted from image b can be projected back to image a by using the inverse
of HabD . Let x̃jbD be the estimated match of point xiaD in image b obtained by the point detector
algorithm. Then, the known transformation HabD is used to measure the accuracy and repeatability
of a point detector algorithm. This process is performed by computing the Euclidean distance d
between the estimated and the ground truth points of a pair of images, as shown in Equation 4.

(4) dij = d(x̃jbD, HabDxiaD)2 + d(xiaD, H−1
abDx̃jbD)2

In order to estimate correct matches mab, as shown in Figure 2.2, among all potential matches
or correspondences, i.e. point pairs xia and x̃jb extracted from images a and b respectively, we used
the overlap error as proposed in [69].

FIGURE 2.2. Correct matches(in green), wrong matches(in red) be-
tween two images.

This error measures how well two supporting regions, usually ellipses or circles Ria and Rjb,
estimated by point extraction algorithm from key points xia and x̃jb respectively, correspond un-
der the known geometric transformation Hab. In our case, this transformation is described by an
homography.

(5) εs ≤ 1−
(
Ria ∩HT

abRjbHab

Ria ∪HT
abRjbHab

)

The point pair xia and x̃jb that has lower error distance dij given by equation 4 and the lower
overlap error given by equation 5 is considered as a true match. The overlap error reduces the prob-
ability of false positive matches. We calculate the ellipses overlap by using the software proposed
in [72] and freely distributed by the author at ’www.chraibi.de’.



22 2. EVALUATION FRAMEWORK AND IMAGE DATASET FOR KEY POINT EXTRACTION

4. Image Dataset

4.1. Acquisition Setup. Our image acquisition setup is composed by a DSLR Canon 7D and
an iPad with a 5 Mega pixels built-in camera. In the Canon 7D scenario we used a Tamron 17-
50mm f2.8 and a Canon 100mm f2.8 macro lenses. In addition to the camera, we used two Canon
580EXII flash with light diffuser, both operated wirelessly and synchronized with the acquisition. In
the case of the iPad setup we can not synchronize the light with the acquisition, so we decided to use
continuous light source instead of flashes.

4.2. Geometric transformations. In order to generate a set of images with perspective dis-
tortion, we carried out an approach similar to [67]. We used a Kuka robotic arm with a Canon 7D
attached with Tamron lens in order to generate different points of view of the same target, as shown
in Figure 2.3. The use of the robotic arm allowed us to generate known, repeatable and precise po-
sitions and trajectories around the target scene. We also used a Wacom Cintiq screen for displaying
images instead of using pictures placed in a wall or in a table, as in [67]. Our set of displayed images
covers different types of images with structured or unstructured textures, with low texture, or with
repeating textures or patterns. Many authors [59,63,67] agreed in the importance of evaluating key
point extractors and descriptors in such different conditions, in order to truly evaluate the robustness
of their approaches.

The robotic arm is a KUKA LWR IV+, which has 7 joints, a payload of 7 kg and a repeatability
of ± 0.05 mm. The desired position and orientation of the robot’s end effector can be commanded
from a remote PC, using the KUKA Fast Research Interface (FRI). The FRI provides a C++ high level
interface, which can be used to retrieve information of the robotic arm, such as the tool’s Cartesian
position/orientation, and to implement different control strategies.

We decided to generate circular trajectories (arcs) to obtain several points of view of the Wacom
screen, and therefore different values of captured perspective distortion. The desired circular path is
defined by three points in the Cartesian 3D space, which are used to calculate the different elements
of the parametric equation of a circle. The required orientation of the camera at the initial and
final points of the trajectory can be defined independently of the circular path, allowing different
configurations in a flexible fashion.

The described trajectories are resampled according to a desired number of pointsM along them,
where images are to be taken. The set Q = {Q1, Q2, . . . QM} constitutes the resulting discretized
trajectory. Each Qi ∈ Q is 3x4 matrix that describes the i pose (position and orientation) of the
camera, with respect to the robot’s base coordinate system, where 1 ≤ i ≤ M . This means that the
original circular path is approximated in a piecewise linear way. Analogously, the orientation of the
camera at each Qi is determined by performing a linear interpolation of the total rotation matrix RT ,
defined by RT = RM (R1)

−1, where RM and R1 correspond to the rotation parts of QM and Q1

respectively. Therefore, RT is applied in M − 1 steps, which can be done easily using quaternion
notation.

Each element of Q is used as a set point for the robot’s Cartesian controller. The points in Q set
are traversed in order. When the position and orientation errors with respect to a particular point Qi

are below some predefined thresholds, a signal is sent to the camera in order to take N pictures in a
synchronous way. At any point Qi the first picture to be taken corresponds to the calibration pattern
image; then N − 1 pictures of other images shown on the Wacom Cintiq screen are taken. While
pictures are being taken the robot holds its position.

Figure 2.5 shows a 3D reconstruction of a known generated arc trajectory of the camera around
the Wacom screen, from a circular sector of radius equal to 0.4m, covering a total angle of 70 degrees.

We used the calibration pattern image for calibrating the camera, i.e. estimate extrinsic and
intrinsic parameters, and also for accurate estimation of the homographies between images.

We used the estimated camera calibration parameters for rectifying the distortion of the images
acquired with the Tamron lens, which has around a 2% of geometric barrel distortion. The Canon
100mm macro lens is able to render images with almost negligible geometric distortions. Geometric
distortion can be considered as one of many types of optical aberrations. These distorsions cause
to the projection of incoming rays to the optical system differ from the ideal position produced
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FIGURE 2.3. Image acquisition setup with Kuka robot arm and Canon
7D attached.

FIGURE 2.4. Some images of exposure varying dataset compound of 15
different images.

FIGURE 2.5. Recovered trajectory of a Robot driven image acquisition.
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by a distortion free model, such as a pinhole camera. All images of our dataset are geometrically
corrected, thus neither barrel nor pincushion distortions remain.

4.2.1. Image Focus. In addition to the capability of generating unfocused images with our im-
age testing generator, we also captured real scenes because unfocused images are not only Gaussian
smoothed versions of a correctly focused image. The shape of the lens diaphragm and the value
of the lens aperture, which determines depth of field, play an important role in the finally rendered
image; therefore it is not easy to simulate them synthetically. We propose an image dataset where
the focus point is progressively varying from a correct focus point, i.e. all objects in the scene are
accurately rendered in images as sharp, to a point where all objects appear blurred or unfocused, as
shown in Figure 2.6.

FIGURE 2.6. Some images of focus varying dataset compound of 25
different images.

4.3. Photometric Transformation. Photometric transformations are also involved in the pro-
cess of image formation along with geometric transformations. These transformations are related
to the camera settings, light conditions and the nature of the camera hardware, mainly the camera
sensor. As a photometric transformation dataset, we propose a set of images that show a variation
in the light condition or light exposure, as shown in Figure 2.4. The purpose of this subset is to be
able to evaluate the robustness of key point extractors repeatability or feature descriptors robustness
against illumination changes and noise.

Image acquisition was carried out by using a protocol where no geometric transformations were
applied between any of the images that form this dataset, ensuring that only photometric transforma-
tions occur between them. This implies that the homography matrix that relates them geometrically
correspond to the identity matrix. To ensure that no geometric transformations were applied during
dataset acquisition, both the illumination equipment and the camera were operated remotely. As
mentioned in section 4, we used flashes to generate the illumination of the scene. The use of the
flashes allow us to vary the amount of light without changing any camera acquisition parameters, i.e.
setting fixed the aperture value, the exposure time, and ISO speed. In this way, neither the depth of
field (DOF) is varied along the images that constitute the dataset, nor additional noise is added due
to an increase of either ISO speed, or due to sensor heat because of longer exposure times. Every
image in this dataset is consecutively reduced approximately an 1/3 of a f-stop, starting with a correct
exposure in the first image. This dataset is composed of 15 images resulting in a difference of 4.5
f-stops between the first and last images.

Figure 2.7 shows two images of the same scene taken with the iPad in controlled illumination
conditions. Left image was captured with a correct value of exposure, while the right image was
captured with approximately 2’5 f-stops less of exposure. As mentioned in section 4, in the mobile
device setup we used a continuous light source where light intensity can be set manually. It is worth
mentioning that both the focus point and exposure metering point were fixed along the capturing of
all images in the dataset.

In opposite to the DSLR setup where exposure values, i.e. ISO speed, aperture, and exposure
time, can be set manually, in a mobile device, such as the iPad, those values are set automatically
during image acquisition. In this way, we used an application that allowed us to focus and measure
exposure always in the same gray neutral part of the scene along the captures. This ensures that the



6. CONCLUSIONS 25

FIGURE 2.7. Images from the photometric Noise transformation taken
with a mobile device.

exposure readings are consistent along image acquisitions, given different light conditions. As ex-
pected, in both cases, as the amount of light decreases, i.e. the signal-to-noise ratio (SNR) decreases,
the amount of digital noise increases. This is clearly more noticeable in the case of the mobile device,
due to the smaller size of its image sensor, and therefore a more limited dynamic range compared
with the DSLR camera.

5. Synthetic Image Dataset Generator

In addition to the proposed set of images, we implemented a set of C++ functions and Python
Scripts that allow the generation of several testing images by applying either random or systematic
geometric transformations, as well as photometric transformations. Through Python scripts the user
can define the source image, the type of transformation, the number of images to be generated, and
the minimum and maximum values for the given transformation. In this way, it is easy to generate
several datasets, with different types of images, and several types of transformations and transforma-
tion ranges. Next, we describe the type of transformations implemented in the image generator.

5.1. Geometric transformations. The proposed testing image generator allows to generate
transformed views of a source image by applying similarity transformations such as isotropic scaling,
or in-plane rotation, as shown in Figure 2.8, as well as other affine transformations in one or several
directions. The generation of this type of images is useful in order to evaluate the behaviour of
different approaches against different values of a given transformation, as described in section 3.

5.2. Photometric Transformation. In our transformed image generator, we also incorporated
a functionality that allows to generate images contaminated with noise. Digital image noise can be
split mainly in two different categories, luminance noise and chrominance noise, depending if the
errors are produced in luma (intensity) or in chroma (color). There are some others types of noise
such as horizontal or vertical banding (patterned noise), but it does not degrade images as luminance
or chrominance noise do. Our image generator is able to create images contaminated with luminance
or chrominance noise, or with both types simultaneously.

Figure 2.9 shows, from left to right, an image patch filled with 50% gray value, contaminated
with luminance noise only, with chrominance noise only and with both types of noise simultaneously.
Depending on the nature of the camera and acquisition, i.e. exposure and ISO speed, these errors
may vary. For example, we can check in the images of light varying dataset how noise levels increase
as light decreases (SNR decreases), which is more noticeable in the case of the iPad.

6. Conclusions

We have presented a new set of images, as well as an image generator and an evaluation frame-
work that help in the evaluation and development of new approaches related with image key point
extraction, description and matching for both standard and mobile devices. Our proposed framework
can be seen as an extension or an evolution of the extensively used evaluation framework of [69].
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FIGURE 2.8. Scale transformed views of the first image of the Graffiti
dataset, proposed in [69]

FIGURE 2.9. Types of noise

Moreover, the proposed image dataset has a higher number of images, with higher resolution and
with better controlled geometric and photometric conditions. The evaluation framework is entirely
written in C++, and therefore easily integrable in many research environments related with the testing
or development of key point extraction, description and matching mechanisms.

We are currently using and extending our proposed framework for the evaluation of state-of-
the-art approaches for key point feature descriptors, such as BRIEF, ORB, RIFF, sGLOH, FREAK,
NERIFT, or BRISK, among others, with real acquired images, as well as with synthetically generated
ones.



CHAPTER 3

Sensitivity Analysis of Optimized Curve Fitting to
Uniform-noise Point Samples

CONTEXT: A project to reconstruct curves from noisy point samples was developed at the CAD
CAM CAE Laboratory of the Universidad EAFIT. The mentioned application is needed for surface
reconstruction in many fields, including the processing of medical images. In the medical field, the
results of surface reconstruction are widely used in image guied surgery and diagnotic procedures.
The implemented methodology performs the curve reconstruction using parametric curves. The
results of this research provide an optimized curve fitting method and a sensitivity analysis of the
parameters of the optimization problem.
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ABSTRACT. Curve reconstruction from noisy point samples is needed for surface recon-
struction in many applications (e.g. medical imaging, reverse engineering, etc.). Because
of the sampling noise, curve reconstruction is conducted by minimizing the fitting error
(f ), for several degrees of continuity (usually C0, C1 and C2). Previous works involving
smooth curves lack the formal assessment of the effect on optimized curve reconstruction
of several inputs such as number of control points (m), degree of the parametric curve (p),
composition of the knot vector (U ), and degree of the norm (k) to calculate the penalty
function (f ). In response to these voids, this article presents a sensitivity analysis of the
effect of m and k on f . We found that the geometric goodness of the fitting (f ) is much
more sensitive to m than to k. Likewise, the topological faithfulness on the curve fit is
strongly dependent on m. When an exaggerate number of control points is used, the re-
sulting curve presents spurious loops, curls and peaks, not present in the input data. We
introduce in this article the spectral (frequency) analysis of the derivative of the curve fit as
a means to reject fitted curves with spurious curls and peaks. Large spikes in the derivative
signal resemble Kronecker or Dirac Delta functions, which flatten the frequency content
ad-infinitum. Ongoing work includes the assessment of the effect of curve degree p on f
for non-Nyquist point samples.

Keywords: Parametric curve reconstruction, Noisy point cloud, Sensitivity analysis, Minimization.

Nomenclature

C0 Unknown C1-derivable simple planar curve
C(u) Parametric planar curve approaching C0

C(ui) Point on C(u) closest to cloud point pi
d(p,S) Distance from point p to the point set S
k Degree of norm: (Σ|xi|k)1/k
l Length unit
m Number of control points of C(u)
P [P0, P1, ..., Pm−1]. Control polygon of C(u)
PCA Principal Component Analysis
PL Piecewise Linear
S {p0, p1..., pn} Noisy point sample of C0

1. Introduction

Many engineering applications need to recover a planar curve from a noisy point sample. A
possible approach is to fit a curve to the point set, recognizing the stochastic nature of the data.
This approach consists in adjusting a parametric or implicit curve to the set of points by minimizing
an unsigned distance function between the points and their approximating curve. In the existing
literature this approach is reported in the form of heuristic - based experiments. The heuristics used
affect the number of control points of the curve, its degree, the norm used to measure distances, the
knot vector for the parametric curve, etc. However, it must be noticed that a numerical systematic
evaluation of the importance of these factors is not reported.

This article presents a discussion of the optimality conditions of the curve fitting problem with b-
splines [73] of the type Open, Uniform, degree 2, whose knot vector was adjusted such that 0 ≤ u ≤
1. Our analysis and results apply for other curve types, although not with the same quantification. In
this article we address point samples with uniform sampling noise, leaving spatial-dependent noise
for future publications.

1.1. Curve self-intersection. Fig. 3.1 illustrates that, in the presence of sampling noise, it
might be immaterial whether the sampled curve C0 is self-intersecting or not. In the examples
shown, the point sample will indicate a self intersecting curve in either case. We declare here that the
issue of self-intersection ofC0 is outside the scope of this article and therefore we will consider open,
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simple (i.e. non self - intersecting) curves. We introduce the issue only for establishing a context for
the term self - intersection.

C (ui ) = C (uj )

C´ (ui ) = C´ (uj )

(a) Self-intersection and self-tangency. (b) Possible cross sections.

(c) Point sample of the cross sections. (d) PL approximation (non-manifold) of the
cross sections.

FIGURE 3.1. Ambiguous noise sample of near self-intersecting curves. [74].

1.2. Objective function. In mathematical programming, an objective or cost function f is a
function that represents how a dependent variable of a process (e.g. profit, cost, energy, etc.) behaves
in terms of a set of independent or decision variables. Depending on the nature of the optimization
problem the objective function is maximized or minimized by tuning the independent variables.

In the context of reverse engineering the problem of parametric curve reconstruction from noisy
point samples can be stated as follows:

Given an unknown target curve to reconstruct C0, whose sampling (possibly noisy) constitutes
a point set S, find a parametric curve C, which approximates C0 by minimizing the distance between
the curve and the elements of S. In general, the following expression is used to measure the fitting
error and therefore is the objective function to be minimized:

(6) f =
n∑

i=1

dwi

where the residual di represents the minimum distance between the i-th cloud point and the
curve C. w indicates the order of the residual. Then di is given by:

(7) di = min
C(u)∈C

‖C(u)− Si‖k

where k is the norm-degree to calculate the distance.
Sections 2.1 and 2.2 discuss the objective functions used in curve fitting and the strategies to

calculate the residuals di.
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1.3. Decision variables and parameters of the optimization problem. As seen in 1.2 there
are plenty of terms involved in the calculation of Eq.6 that can be tunned to minimize it.

An option is to fit variables inherent to the definition of the parametric curve C.
If C is a b-spline curve, then m, P , the curve degree p and knot vector U can be adjusted

to improve the fitting to S. In the literature the most common approach is the optimization of P ,
sometimes supplemented with the adjustment of U as found in [75]. On the other hand, the terms
involved in the calculation of the objective function f such as k and w can be set to produce the
desired results.

In our approach the decision variables are the control points P . All other terms remain constant
and are considered parameters of the problem (i.e. norm k, number of control points m, knot vector
U and curve degree p).

1.4. Constrains and degrees of freedom. Most optimization problems include some con-
strains on the decision variables, which bound the region of search of an optimal solution. In the
context of curve fitting to noisy data sets some constrained approaches have been developed. In sec-
tion 2.1 a brief reference to them is performed. In our implementation there are no constrains on the
decision variables. As is discussed in the following sections this fact is decisive in the determination
of the uniqueness of the solution and its global scope. This optimization problem is classified as
Non-linear unconstrained.

The degrees of freedomG of an optimization problem are given by the subtraction of the number
of the number of equality constrains E from the number of decision variables V (G = V − E).
Optimization techniques are used to solve underdetermined systems, which means G > 0. Notice
that for curve fitting problems in which only the control points are adjusted, the number of decision
variables is 2m when implementing planar curves and 3m for the case of curves in the euclidean
three-dimensional space. As our development is performed using planar curves and there are no
equality constrains G = 2m.

1.5. Sensitivity analysis. This analysis consists of studying how the objective function behaves
when the parameters are perturbed. The calculation of the relative sensitivity allows to determine
which parameter influences f the most .

Let F (K,Q) be the objective function of an optimization problem where K is a decision vari-
able and Q is a parameter. Then the relative sensitivity of F (K,Q) with respect to Q, SF

Q , as can be
found in reference [76], is given by:

(8) SF
Q =

∂F/F

∂Q/Q
=

∂ln(F )

∂ln(Q)

The value of SF
Q is the ratio between the percent change in F and the percent change in Q,

which is dimensionless. For this reason it is possible to compare the relative effect of each parameter
on the objective function.

When the required derivatives are difficult to calculate the sensitivity must be calculated nu-
merically as shown in [77, 78]. In this paper the sensitivity analysis is performed to determine the
influence of the number of control points m and the norm k on f .

1.6. Convexity. The objective function and search region convexity determine the classifica-
tion and scope of an optimization problem solution. Let �x be the decision variables vector of an
optimization problem with objective function f . Let �x∗ be such that ∇f( �x∗) = 0. Then, the
assessment of the convexity of f at �x∗ allows to determine if f( �x∗) is a local extremum. If the op-
timization problem includes equality and inequality constrains, the convexity of the bounded region
must be verified in order to conclude the uniqueness of the extremum, as discussed in [76].

In the case of the objective function, its convexity is evaluated using the eigenvalues of its
Hessian matrix Hf ( �x∗), which is defined in [79] as:

(9) Hf (�x) =
[

∂2f
∂xi∂xj

]
ij
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The eigenvalues e obtained from solving det
[
Hf ( �x∗)− eI

]
= 0 indicate whether the function

is convex, non-convex or a saddle point at �x∗. Furthermore, if f( �x∗) is optimized on a convex region,
global maximum and minimum will be calculated as shown in [76].

2. Literature Review

Very few discussions about some important concepts inherent to mathematical optimization can
be found in the curve fitting literature because most of the research is focused on exploring better
algorithms to perform the optimization of the decision variables.

2.1. Objective function. As discussed in section 1.2, Eq.6 is the general representation of the
objective function in curve fitting problems. Reference [80] employs first order residuals (w = 1)
and references [81–84] use second order residuals (w = 2).

Some references add a smoothing term fc to the objective function in order to adjust the final
roughness of the curve:

(10) f =
n∑

i=1

dwi + λfc.

The term fc may contain information on the curve’s first and second derivatives as in [81,82,85]
or only information of the former as in [80, 86] and λ determines its influence, penalizing large
curvatures. Notice that penalizing the curvature prevents the curve fitting for non-Nyquist samples.

Some authors have explored constrained approaches. Reference [86] presents constrained curve
and surface fitting to a set of noisy points in the presence of obstacles, which are regions that the curve
or surface must avoid. Reference [85] considers the problem of curves that must lie on a 2-manifold
(surface) also with forbidden regions. These procedures are implemented using a constrained non-
linear optimization strategy.

2.2. Distance measurement. As seen in section 1.2 Eq.7 corresponds to the calculation of
the distance di, which represents the residuals of the objective function in Eq. 6. In Curve Fitting
algorithms the norm k is usually chosen to employ the Euclidean distance [81,82](k = 2).

The exact calculation of di is expensive, since it is obtained by a minimization procedure at
each fitting iteration. The procedure consists of finding the parameter ui which associates a point on
the curve C(ui) with the i-th cloud point pi such that di is a minimum, namely

(11) ‖C(ui)− pi‖k = min
C(u)∈C

‖C(u)− pi‖k

The minimum distance is obtained performing an orthogonal projection of the point pi to the
curve C, which occurs when the dot product between the tangent vector at C(ui) and the distance
vector di is null (see Eq. 12). Therefore, an alternative to face this problem is to solve for u in
g(u) = 0 using the Newton’s Method, as implemented in references [73, 82]. Other approach is
to minimize g(u), references [81, 84], for curve fitting, and [80], for surface fitting, propose the
use of Newton-like iterative schemes, while [87] employs a gradient method. On the other hand,
reference [83] implement a Genetic Algorithm to obtain the parameter ui at each iteration of the
minimization procedure.

(12) g(u) =
∣∣C′(u) · (C(u)− pi)

∣∣
The approaches previously mentioned have drawbacks inherent to numerical methods, such as

the need of a good initial guess, poor convergence and stagnation at local minima. These issues may
lead to poor approximations of the distance di yielding unsatisfactory results of the fitting procedure.

Methodologies to automatically calculate an adequate initial guess for u in g(u) = 0 have been
presented in literature. They are based on the point cloud subdivision using quadtree [81], k-D tree
(for general dimensional fitting [84]) and Euclidean minimum spanning tree [82] strategies.
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Different methodologies to measure the point-to-curve distance have been proposed, which are
summarized as follows: (i) Point distance, which preserves the Euclidean distance between the cloud
point and the paired point of the curve, discussed in [81, 85], (ii) Tangent distance, which only
preserves the distance between the cloud point and the tangential line projected at the paired point
[88], and (iii) Squared distance, which is a curvature-based quadratic approximation of d2i [81].
Reference [84] presents a deep comparison between these methodologies.

It must be also remarked that using the point-to-curve distance does not make the method sen-
sitive to curls and loops (formed outside the S boundaries) and outliers in the final curve C. Because
of these reasons, in our work we have included both the point-to-curve and curve-to-point distance
calculation (in approximate manner), giving emphasis instead to curl and outlier avoidance.

2.3. Optimality conditions and sensitivity analysis. Regarding the number of control points
m, reference [75] presents unconstrained and constrained approaches to solve the curve fitting prob-
lem to a set of low-noise organized data points using different values of m. The experiments per-
formed show that increasing the number of control points helps, in general, to diminish f , although
with the collateral effect of obtaining a more erratic curve.

Reference [89] shows similar results to [75] with the difference that the insertion and removal
of control points is part of their fitting strategy. If the local approximation of a parametric curve
segment is poor, a new control point is added to it. On the other hand, when redundant control points
are detected in a curve segment, the control points of that segment are removed one by one taking
care of not producing fitting errors above a defined threshold.

In this approach the curve to reconstruct is comprised by ordered dense data points. When
working with highly noisy unordered data new challenges arise. In particular, the problem of finding
and adequate number of control points for correct geometry and topology reconstruction has not been
discussed throughly. For other parameters such as the norm k, the reported researches are oriented to
identify which norm to use when certain features such as outliers and particular noise distributions
are present in the point data set.

Reference [90] performs a comparison amongst L1, L2 and L∞ norms in curve fitting appli-
cations with several data sets. In reference [80] curve and surface fitting case studies are presented
using the L1 and L2 norm when the data set contains outliers. It is concluded that L1 norm is less
sensitive to outliers; therefore better results are obtained.

In summary, few discussions are presented about the influence of m and k on the behavior of
f . Furthermore, a formal sensitivity analysis for these parameters has not been performed yet, to
the best of our knowledge. In addition, some features of the optimization problem have not been
discussed, such as the objective function convexity, and its role in extrema characterization.

2.4. Peaks, curls and closed loops detection. A mathematically optimal solution for the fitting
curve problem does not necessarily imply a correct topological and geometrical reconstruction of the
curve C0 represented by the point cloud S. Some strong oscillations may appear during the fitting
process, such as peaks, curls and closed loops. When pursuing the reconstruction of smooth simple
curves (i.e. non-self-intersecting) these features are undesirable and may be avoided by finding an
optimal value for m, as shown in this paper, as opposed to the strategy of curvature penalization
implemented in [80–82,86].

The main drawback of the curvature penalization is that it is difficult to properly establish the
weight λ with respect to the contributions of the distance residuals di in Eq.10, for each case study.
Additionally, optimizing m results in an efficient use of the decision variables. Therefore, detection
of peaks, curls and closed loops is necessary to find a reasonable number of control points.

In the literature, efficient methods to detect self-intersections can be found, covering the closed
loops detection case. Reference [91] presents an algebraic approach to detect self-intersections solv-
ing C(u) − C(v) = 0, with u being different from v, and proposing a new function that does not
contain zeros in this diagonal. In any case, peaks and curls detection is not a trivial and a method
to detect all undesired features is necessary. In this paper we open the discussion of the use of the
C(u)’s curvature information in the frequency domain to detect the presence of peaks, curls and
closed loops.
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2.5. Literature review conclusions and contribution of this article. According to the tax-
onomy conducted in this literature review, there are several issues that remain open in optimized
curve fitting to point clouds. These subjects include: (a) Identification of the effect of the parameters
such as the number of control points m, knot vector U and norm k in the curve fitting problem,
(b) Detection of the presence of peaks, curls and closed loops in C to support the parameter opti-
mal value identification and (c) Characterization of the curve fitting problem from the viewpoint of
mathematical optimization.

In response to these issues, this article reports, in addition to formulating the optimization prob-
lem, the implementation of: (i) Sensitivity analysis of the number of control points m and norm k on
f and (ii) Quantitative analysis of C(u) curvature information in the frequency domain to detect the
presence of peaks, curls and closed loops.

3. Methodology

3.1. Dual distance calculation. In addition to the point-to-curve distance introduced in section
2.2 the curve-to-point distance is used to calculate the distance di used in Eq.6, for the implementa-
tion of the curve fitting algorithm used in this research.
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(b) Distances curve to cloud point.

FIGURE 3.2. Distances cloud points to/from curve.

When implementing the point-to-curve distance we define the residuals as

(13) di = ||pi − C(ui)||k
where ui is the parameter in the domain of C which defines the point C(ui) closest to pi. The

term di represents the distance measured from each cloud point to the curve C (see Fig. 2(a)). This
calculation of the distance between a point and an algebraic curve is a very expensive proposition
because it implies the calculation of common roots of a polynomial ideal (see [92], [93]).

Notice that the vector pi − C(ui) is normal to the curve C at the point C(ui). To avoid
the computational expenses of algebraic root calculation, we approximate C(u) in PL manner and
calculate di simply by an iterative process. We sample the domain for C(u), ([0, 1]) getting u =
[0,Δu, 2Δu, ..., 1.0] and approximate the current C curve with the poly-line
[C(0), C(Δu), C(2Δu), ..., C(1.0)]. Calculating an approximation of C(ui) for a given pi simply
entails traversing [C(0), C(Δu), C(2Δu), ..., C(1.0)] to find the C(κΔu) closest to pi.

Fig. 2(a) displays the distance from a particular (emphasized) cloud point pi to its closest point
C(ui) on the current curve C. Such a distance has influence in f as per Equation 6. Notice, however,
that pi and C(ui) (and hence f ) do not change if large legs and curls appear in the synthesized C.
Therefore, considering only the distance from cloud points to the curve in Eq.6 allows the incorrect
formation of outlier legs and curls outside the boundaries of S.

If one can make spurious legs and curls to inflate the objective function f , the minimization of
f avoids them. This is achieved by including the distances from the curve points Ci to the cloud
points pi (see Fig. 2(b)) to penalize in f .

For any point p ∈ R
n, the distance of this point to S is a well defined mathematical function:

d(p, S) = min
pj∈S

(||p− pj ||k). For the current discussion the points p are of the type C(ui) (i.e. they
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are points of curve C). The ui parameters to use are the sequence u = [0,Δu, 2Δu, ..., 1.0], already
mentioned.

Notice that d(p, S) = ||pj − p||k for some cloud point pj ∈ S. Let us define the point set Aj

(on the curve C) as:

(14) Aj = C(u)|u ∈ U ∧ d(C(u), S) = ||pj − C(u)||k
The set Aj contains those points in the sequence [C(0), C(Δu), C(2Δu), ..., C(1.0)] that are

closer to the point pj ∈ S than to any other point of S. We note with Mj the cardinality of Aj .
Observe that some Mj might be zero, since pj could be far away from be curve C and no point on
the curve would have pj as its closest in S. The set of all Ajs could also be understood as a partition
of the curve C.

With the previous discussion, a new definition of the residuals di, to be used in Eq. 6, is possible:

(15) di = ||pi − C(ui)||k + (
1

Mi
) Σ
Cv∈Ai

||Cv − pi||k

The ||pi−C(ui)||k in Eq. 15 considers the distance from cloud points in S to the curve C. The
term ( 1

Mi
) Σ
Cv∈Ai

||Cv − pi||k expresses distances from the curve C to the cloud points in S. This

term penalizes the length of the curve, by increasing f .
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FIGURE 3.3. Clusters of distances from curve to cloud points.

Fig. 3.3 presents a rather simplified materialization of the situation, with very few cloud points,
moreover biased with respect to the instantaneous C curve. However, it serves the purpose of illus-
trating the algorithm.

3.2. Convexity. Since the optimization problem that is attacked in this article has no constrains,
only the convexity of the objective function is analyzed. The variables to minimize f are the x
and y coordinates of the control points (Pj = (xj , yj)) contained in the control polygon P =
[P0, P1, ..., Pm−1]; therefore, the corresponding Hessian matrix is given by:

(16) Hf (P ) =
[

∂2f
∂Pi∂Pj

]
ij

with

(17)
∂2f

∂Pi∂Pj
=

⎡
⎣ ∂2f

∂xi∂xj

∂2f
∂xi∂yj

∂2f
∂yi∂xj

∂2f
∂yi∂yj

⎤
⎦
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Numerical differentiation is implemented for the calculation of Hf (P ), using approximations
for the second order and mixed derivatives. Next the eigenvalues of Hf (P ) are computed and the
convexity or concavity of f is evaluated as discussed in 1.6.

3.3. Sensitivity calculation. In order to calculate the relative sensitivity of the objective func-
tion with respect to the parameters on a defined domain of each one of them, the curve fitting problem
is solved for a set of parameter values. For a given value of the parameter, mi or ki (when computing
Sf
m or Sf

k respectively), the curve fitting problem is solved obtaining a value of the objective function
fi. Notice that i indicates the number of increments applied over an initial value of the parameter of
interest and goes from 0 to a defined number of maximum increments Maxinc.

Next, the sensitivity at an increment i (0 ≤ i < Maxinc − 1) is numerically calculated by
using the values of the parameter and objective function at i and i + 1 as discussed in 1.5. While
calculating Sf

m, k is kept constant. Similarly, when computing Sf
k , m is kept constant.

The steps of this procedure are summarized as follows:
(1) initialization: The point cloud S, to be fitted is loaded. Depending on the sensitivity to be

computed m0 or k0 is assigned with an initial value.
(2) initial guess calculation: A straight line L is used as an initial guess for the b-spline curve

C. This allow us to provide an initial guess whose topology and shape is not affected by
the number of control points used to build it. L is obtained performing a principal compo-
nent analysis (PCA) (see reference [74]) over the whole S set. In the case of computing
Sf
m the mi control points are placed, equally-spaced, along L. When calculating Sf

k , the
number of control points is kept constant, so that the initial guess will be the same during
the whole procedure.

(3) curve fitting: A penalized Gauss-Newton algorithm is used to perform the adjustment of
P . Once the stopping criteria is met, the value of f is saved as fi.

(4) parameter value increment: The parameter value increment is defined as: mi+1=mi+1,
for the number of control points and ki+1 = ki + Δk, for the norm. Where Δk is an
arbitrary small constant value. Only when i < Maxinc the increment is performed and
the process goes back to step 2, otherwise the procedure finishes.

In this article we analyze the sensitivity only with simple curves, ignoring for the time being
self-intersecting curves.

3.4. Peaks, curls and closed loops detection approach. When solving the curve fitting prob-
lem some undesired features such as closed loops, curls and peaks may appear in the adjusting curve
for certain configurations of parameters. The length and curvature of C can provide some informa-
tion about the topology and geometry of the curve. However, without knowing what are the expected
values for this metrics it is difficult to conclude from them the correct topological reconstruction of
S, and therefore to establish an optimum value of the parameters of the problem. These reference
values may be expensive to obtain in the preprocessing stage from the cloud point.

Adding information about the first and/or second derivatives of the curve to f helps to obtain
smooth fitting curves. However, weighting factors between the contributions of the distance residuals
(7) and curve derivatives to f must be defined, interactively, for every case of study (see references
[82] and [86]) as a consequence of not having benchmark values for these measurements. Therefore
it is desirable to devise a method to determine the presence of curls and peaks in the fitting curve
without the high overheads derived form extracting reference values form the point cloud.

In this paper we propose to perform an analysis of the frequency spectrum of certain information
of the fitting curve that reflects the presence of the undesired features previously mentioned. The
representation of the data in the frequency domain indicates how it is composed of low and high
frequency waves, making easier to establish whether the curve follows the desired behavior or not.
This task is accomplished by studying the changes of direction of the first derivative of the curve with
respect to its parameter u. Peaks and curls produce large sudden changes in the direction of �∂C

∂u
that

are represented in the frequency domain with a considerable presence of high frequency sinusoidal
curves.
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We have obtained the frequency spectrum computing the discrete Fourier transform (DFT) of
the previously mentioned data. To guarantee that the desired information is sampled according to
the Nyquist criterion, for this process, is of prime importance. To achieve this, we have chosen a
series of u parameters that are located at equal distances ds, of each other, on the curve, constituting
us = {u0, . . . , ug}. We have chosen ds = 0.0001l, where l is the unit of distance, thus the sampling
frequency is fs = 10000l−1.

Next, the normalized tangent vectors of the curve were computed at all the points given by
the parameters us obtaining Vs =

{
V̂0, . . . , V̂g

}
. The dot product of every V̂i and V̂i+1 pair is

computed, where 0 ≤ i ≤ g − 1, and therefore the angle θi between them is obtained. Finally the
magnitude of the DFT is obtained, and properly scaled to achieve a single-sided spectrum of power
vs. frequencies of the obtained history of θ.

4. Results and Discussion

4.0.1. Test point set. The point cloud shown in Fig.3.4 was used to run the procedures discussed
here and in the following sections. As in the sensitivity experiments, the fitting curve initial guess
used here was a straight line obtained from a PCA of the complete point cloud. The Hessian matrix
Hf (P ) and its eigenvalues e were calculated in every iteration of the optimization procedure using
5, 8, 9 and 15 control points.

4.1. Convexity. As discussed before, the region of search and objective function convexity is
a necessary condition to claim the global scope of a solution of a minimization problem. Since the
problem we deal with is unconstrained, the region of search is unbounded and its convexity can not
even be verified. Therefore, by definition, the solutions found from the minimization procedure can
only be classified as local. However the behavior of f is still of interest, since it hints to possible
better results to be obtained .

For all these cases of study (5, 8, 9 and 15 control points) the convexity of f depends on the
location of the control points P used to calculate Hf (P ), given that the eigenvalues obtained did
not comply with the condition ej ≥ 0 ∀j, where 1 ≤ j ≤ 2m, at certain iterations of such tests.
Therefore, no unique extremum exists and only convergence to a local minimum can be guaranteed.

Because of the behavior of f , it is of prime importance to provide an initial guess for C close to
a satisfactory solution avoiding large optimization times and stagnation in local minimum with poor
topological and geometrical reconstruction.

4.2. Number of control points sensitivity calculation. The process was run twice with a num-
ber of control points ranging between 4 and 16, using both norms, L1 and L2. The results of Sf

m

are summarized in Fig.5(b), where can be noticed that as m increased f became less sensitive to it,
specially when using L2 norm.

In addition to the value of f and Sf
m, the curve length and curvature were calculated to obtain

information about the topology of the fitting curve (i.e. curls, peaks, long legs, etc). In this paper
what is presented as curvature corresponds to the sum of the curvature at a determined number of
samples along the curve.

The results show a general trend in which as the number of control points increases the objec-
tive function decreases (see Fig.5(a)). However, with exaggerated number of control points, given
the topological situation, some undesirable features begin to appear, such as curve roughness, curls
and/or peaks and attraction among control points. These outcomes were obtained with both of the
norms tested (i.e. k = 1 and k = 2). In Fig.3.6 the resulting curves of the fitting with different
number of control points are shown using L1 and L2 norms.

For the particular point cloud used in these tests the minimum number of control points to re-
construct its topology is 5. Increasing the number of control points does not yield in a considerable
diminution of f and more importantly, a better topological reconstruction of the curve is not neces-
sarily obtained.

With the usage of the dual distance in f (see 1.2), the peaks and curls that appear are located
inside the boundaries of the point cloud S, and what they produce is a reduction of f . The excessive
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amount of degrees of freedom of the curve allows the appearance of these curls and peaks, as the
optimization algorithm place the control points minimizing the objective function.
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FIGURE 3.4. Point cloud and initial curve guess with five control points.

4.3. Norm sensitivity calculation. The relative sensitivity Sf
k was calculated from norm k =

1 to k = 2 with Δk = 0.01. The test was run twice, initially, with 5 control points, which are
the minimum number of control points to successfully fit S, as determined in section 4.2, and then
with 8 control points. The results show that small changes in the norm k may produce large relative
changes in the values of f obtained in the domain defined by 1 ≤ k ≤ 2 for both of the m tested.
Figures 7(a) and 7(b) show an irregular behavior from which no particular value or range of k derive
a remarkable improvement of the fitting.

It must be considered that even if the same curve topology and geometry are obtained imple-
menting two different norms, the value of f will be distinct for each case, due to the modification
in the residuals calculation in Equation 7. This fact magnifies the effect that k has on f and is the
reason of the variability observed. However with respect to the quality (i.e. topology and geometry)
of the curves obtained along the procedure (see Fig.3.8), the influence of k is almost imperceptible,
when m is chosen properly.

The curve length and curvature in figures 7(c) and 7(d) reflect a very stable behavior as k
changes using 5 control points. The outlier curve segments observed in Fig.3.8 when m = 5 can be
adjusted changing the stopping criteria of the optimization algorithm, so a few more iterations are
performed. On the other hand, using 8 control points some peaks and curls appear at certain values
of k. This can be identified in a large increment in the curve length and curvature with respect to the
values obtained for other norms implemented. Therefore, it is concluded that it is more effective to
optimize m than k, in the pursuit of high topology and geometry fidelity in the reconstruction of S.

4.4. Peaks, curls and closed loops detection approach. The cloud point S to reconstruct and
the procedure to obtain the fitting curve initial guess is the same implemented in previous sections.
The methodology described in section 3.4 was applied for the fitting curves that resulted from the
optimization procedure, using 5, 8, 9 and 15 control points, using only L2 norm. The change of
direction of �∂C

∂u
, represented by θ, in degrees, is consigned in Fig.9(a) for all the cases of study.

In this figure it is shown how for the curves generated with 5 and 8 control points the magnitude
of θ was kept small as C is traversed. When 9 and 15 control points were used, very large peaks
were obtained in θ, in agreement with the presence of strong oscillations in the fitting curves.

In the frequency spectrum representation (see figure 9(b)), the θ data obtained when using 5 and
8 control points consist of very low frequency waves (i.e. near zero), while for the 9 and 15 control
points cases the large peaks are represented by a considerable and stable presence of high frequency
sinusoidal waves that go up to 5000l−1 . Notice that this is the maximum frequency that can be



38 3. SENSITIVITY ANALYSIS OF CURVE FITTING TO NOISY POINT SAMPLES

4 5 6 7 8 9 10 11 12 13 14 15
0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

0.16

Number of control points

O
bj

ec
tiv

e 
fu

nc
tio

n

�����	��
��
 �����	��
��


(a) Objective function vs. number of control points.

4 5 6 7 8 9 10 11 12 13 14 15
��

��

��

��

0

2

4

Number of control points

R
el

at
iv

e 
S

en
si

tiv
ity

�����	��
��
 �����	��
��


(b) Sf
m vs. number of control points.
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(c) Curve length vs. number of control points.
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(d) Curve curvature vs. number of control points.

FIGURE 3.5. Resulting metrics of the fitting curve with different num-
ber of control points using L1 and L2 norms. Here the units of the length
are l and the units of the curvature are 1/l.

resolved according to the sampling rate implemented, but it is not the higher frequency of the waves
that comprise θ for the later cases.

The information obtained from the frequency spectrum can be used to conclude the presence
of peaks or curls in the fitting curve by comparing the contributions of low and high frequencies
waves to θ. With the usage of the dual distance penalization, the curls an peaks in the fitting curve
produce large values in θ because of their sharp shape, due to the fact that they are formed within the
S boundaries. Therefore the low and high frequencies waves contributions to θ are very similar.

When optimizing the number of control points, the peaks and curls detection is useful to de-
termine its upper limit, so the curve is not provided with an excessive degrees of freedom. If the
optimization technique includes information about the curvature in f , the information obtained from
the frequency spectrum can be processed to establish the weight of the curvature penalization in f
dynamically.

5. Conclusions and future work

This article presented a sensitivity analysis of the number of control points m and norm k on
the objective function f . It has been found that using an adequate number of control points the
formation of peaks, curls and closed loops in C is prevented, making unnecessary to add a curvature
penalization term to f in order to avoid them. Finding proper values of m also reduces the number
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FIGURE 3.6. Resulting curves of the fitting with different number of
control points m, using L1 and L2 norms.

of decision variables of the problem, which results in a more efficient process since redundancy of
control points is avoided.

Changes in the values of k do not influence significantly the result of the reconstruction process
when m is chosen properly. Although k produces larger percent changes in f than m, the optimiza-
tion of m produce better results in terms of topology and geometry of the reconstructed curve. The
analysis of the C curvature information in the frequency domain allows to identify the presence of
peaks, curls and closed loops as they map into high frequency components in the frequency spectrum.

Ongoing studies are being undertaken to determine the influence of knot vector U and curve
degree p on the minimization of the penalty function f , in case studies that include non-Nyquist and
self-intersecting point samples. A remaining open issue is the implementation of a method that uses
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(a) Objective function vs. norm.
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k vs. norm.
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(c) Curve length vs. norm.
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(d) Curve curvature vs. norm.

FIGURE 3.7. Resulting metrics of the fitting curve with different norms
using 5 and 8 control points. Here the units of the length are l and the
units of the curvature are 1/l.

information provided by the DFT of the curvature of C to find appropriate values for parameters such
as m.

Notice that the complexity of the fast Fourier transform (FFT) and related efforts depends on
the number of PL segments of the curve C(u) (n: length of the θ history). It does not depend on the
number of cloud points. The frequency content of the θ signal is obtained by using the FFT, whose
complexity is O(n.log(n)). Although FFT has very reasonable computational expenses, more work
is required in lowering the expenses of automatically analyzing the results of the FFT to detect curls
and cusps.

Stochastic noise vs. Sampling Density. For a proper curve reconstruction the quality of the
digitalization is of prime importance. If the sampling density and/or stochastic noise violate the
Nyquist criteria, an accurate reconstruction becomes impossible. Further elaboration of this topic is
left for future publications.
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FIGURE 3.8. Resulting curves of the fitting with different norms k, us-
ing 5 and 8 control points.
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(a) Changes in direction of curve’s first derivative
(degrees) vs. length (percentage).

(b) Power vs. frequency.

FIGURE 3.9. Changes in direction of curve´s first derivative and fre-
quency spectrum.



Conclusions

This works presents contributions to different procedures that are performed during the multi-
ple stages that compose the medical workflow of common interventional procedures, such as pre-
operative and intraoperative ones. Through contributions to the solution of different problems in
the field of medical robotics, computer vision and geometric modeling, applications such as medical
imaging, patient registration, automatic endoscope positioning, augmented reality, robotic surgery,
among others, can benefit from the presented developments.

To solve the challenges involved in the mentioned projects, different branches of knowledge
were studied; these include: Computer graphics, Geometric Modeling, Optimization, Industrial and
Medical Robotics, Haptics, Augmented Reality and Computer Vision. The interdisciplinary nature
of such projects, conducted at CAD CAM CAE laboratory and Vicomtech, provided a very rich re-
search experience. Also, this required high flexibility and adaptability in order to master the specific
theory and technical skills needed to develop the required algorithms or to analyze the literature of
such different fields. Here, it is interesting to note how the concepts of computational geometry are
transversal to the mentioned areas, providing solutions from numeric, combinational and stochastic
geometry. In this direction, the foundings I gained in the different subfields of computational ge-
ometry, during the first year of my master’s studies, were fundamental to undertake the challenges
involved in image guided surgery and medical robotics.

During the performance of the different research projects, it was of particular importance the
interaction with physicians and surgeons as well as other people involved in the medical field, in
order to capture their necessities and translate them into technological developments that they ac-
tually find useful and easy to integrate into their workflow. In this way, it is possible to define the
requirements of each one of the layers of a product, such as a device or software, properly. Also,
as a result of the mentioned interaction, the trends and future directions of the field are known at
first hand. One of them, which I plan to address as future work, is the need for systems that help
the surgeons to obtain information about the location of the anatomical structures to be dissected or
preserved during surgery in real-time. This necessity is mainly induced by the complexity of cer-
tain interventional procedures, such as minimally invasive surgery, in which the sensory feedback
of the surgeon is dramatically constrained. The required intraoperative assistive systems involve the
development of flexible robotic platforms able to perform autonomous task or be telecommanded,
real-time processing of medical images, such as ultrasound images, high precision tracking systems,
and real-time patient registration methods.

Finally, as a conclusion of the whole reseach experience, I found invaluable the opportunity to
know and interact with researchers, advisors and professors, of remarkable human and professional
quality, at EAFIT and Vicomtech. The lessons that I have learned from them, have allowed me to
improve skills in the research and human fields. Also, the experience of working and studying abroad
has been of significant importance for my academic as well as for my personal formation.
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